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Abstract 

In this study, a program is created to extract definite rules based on a rough 
sets framework in the context of data-mining. 

Introduction 

apid advances in database technology have given way to vast data 
bases which usual methods of data analysis can no longer handle. 
Thus, a new challenge for scientists today is to seek a method for the 

automation of data analysis. Modern developments in this area have led to a 
field called data-mining. 

Data-mining is a process which applies specific algorithms to fit 
models to data or to discover interesting and possibly useful patterns that 
could provide information about relationships between the data. It is one of 
the steps in a larger process called KDD (Knowledge Discovery in Data 
bases) and combines methods taken from areas such as statistics and artifi 
cial intelligence. One of these methods is the rough set theory. 

Rough Sets is a set theory that classifies objects into sets based on 
attributes of the objects. It represents a new mathematical approach to vague 
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ness and uncertainty. The theory was originated by Zdislaw Pawlak in 1970; ties of information systems. The methodology is concerned with the classif-

as a result of a long term program of fundamental |research on logical progper-catory analysis of imprecise, uncertain or incomplete information or knowl-edge expressed in terms of data acquired from experience. Primary notions of the theory are the approximation space and lower and upper approxima-tions of a set. 
It was this theory that formed the basis for Torulf Mollestad and 

Andrzej Skowron's formal framework [16] that specifies the automated trans. 
formation of data into knowledge. The framework shows how definite and 
default rules can be generated for any database by examination of its Con 
tents. It uses a data reduction technique to eliminate unnecessary informa 
tion to make the rules as short and concise as possible. Definite rules provide 
a view of the consistent knowledge found in a database while default rules 

(also known as "indefinite rules'") determine the accuracy of imprecise infor 
mation in a database. Thus, it defines how to distinguish (quantitatively) 
what information can be considered and cannot be considered as knowledge. 

In this study, a data-mining program is created to extract definite rules 
based on the framework of Mollestad and Skowron [16]. 

Main Objective 
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The main objective of this study is to model the deterministic data of 

a database by creating a program that extracts definite rules from it using a 
rough set framework. 

Scope and Limitations 

The framework for the data mining progran is based on the Rough 

Sets theory. Although the Rough Sets theory is ideal for noisy data sets au 
generating default rules, only definite rules are generated in this cast 

tiveness. 

changes are made to the data in the database or new data are added, definite 

rules will have to be generated again. The program itself is not 
equipped 

with a ( GUI(Graphical User Interface). Furthermore, the definite rules gener-

ated are not in the form ofa running program that can be 
testedautomatically 

on test data but must be converted to a program in order to test their ettec-
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Data-mining is used to refer to the step in a larger process called KD 
(Knowledge Discovery) in which specific algorithms are applied to fit mod 
els to data or to discover interesting and possibly useful patterns that could 
provide information about relationships between the data. The basics of data 

mining are techniques from the fields of Machine Learning and Statistics 

[21]. A wide range of data mining tools - such as neural networks, rule 
based systems, decision trees, genetic algorithms, statistical applications, 
theory of rough sets - alone or in combination, may be applied to a problem 

[21]. 
GA-MINER (15] uses a genetic algorithm-based approach to data 

mining. In (14] Srikant, Vu, and Agrawal use the Apriori Algorithm to mine 
association rules. They then compared its integration with the Reorder Algo 

rithm versus its integration with algorithm MultipleJoins to place item con 
straints on the mined association rules. Heckerman [12] shows that Bayesian 
networks are also suitable for modeling relationships between data. In a pa 

per by Glymour, Madigan, and Pregibon [11], statistical themes and lessons 

that are directly relevant to data mining are identified. The Advanced Scout 

application (AS) uses a technique called Attribute Focusing (AF) [6] that 
compares the overall distribution of an attribute with the distribution of this 

attribute for various subsets of the data. If a certain subset of data has a 

characteristically different distribution for the focus attribute, then that com 
bination of attributes is marked as interesting. In this project, a Rough Set 
approach will be used for data mining definite rules. Ideas were taken from 
different applications that used the rough set as the underlying principle. In 
[19] Tanaka and Tsumoto describe the relations between rough set theory 

and rule-based description of neurological diseases. A study by Patterson 
(22] used the original model ofrough sets for data analysis of objective clini 
cal findings from pneumonia patients. Mollestad and Skowron [16] provide 
a framework for definite and default rule extraction using the rough set theory 
which is used as a framework for the definite rule extraction program that is 
created in this project. Additional papers by Pawlak [ 13, 17, 18] provide the 
theoretical foundation of the rough set theory. 

In [21], different rough sets applications are described. RSES which 
is available for Hewlett Packard work stations can process up to 1b,000 a 
tributes with a maximum of 30.000 objects. DataLogic/R made by Reduct 
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Systems Inc. was written in C. It t takes techniques from knowledge repreen tation, inductive logic and rough sets. For its PC version, it can proCESS up t6 2000 attributes. The KDD-R is a system implemented under UNIX t. 
based on the Variable Precision Rough Set (VPRS) modcl. LERS (Lcarning 

Vol V i 

from Examples on Rough Sets) induces rules. It calculates the lower and the 
upper approximation and generates the deterministic and indeternin1stic nules 

Rule Generation 

To summarize, the process for rule generation basically starts frorn 
the selection of the condition and decision attributes which partitions the 
rows in the database into what's termed as cquivalence classes. The reason 
for doing so is because, ultimately, the goal will be to discover rules that will 
predict the values of decision attributes given the values of condition at 
tributes. The next step is the data reduction process which reduces the nurm 
ber of conditions by eliminating the non-essential condition attributes. This 
is done using the discernibility matrix and boolean algebra. From Molstad 
and Skowron's framework, a function called the rough membership function 
is used to determine whether an equivalence class is deterministic or not. It 1s 
deterministic if the rough membership function is one, if it is in between 
zero and one (1), then, the equivalence class is indeterministic. Definite (to 
model the deterministic data), indefinite (to model the indeterministic data). 

and default rules are then generated. In this study, only definite rules are 
generated. 

Programming Modules 

The program modules are created using the C language in a UNIX 

environment tO maximize memory allocation and usage. 

Diagram 1 below illustrates the steps and programming 
modules in-

volved in rule generation. The extraction of definite rules from a atabase 

occurs in four (4) stages. In the first stage, equivalence classes are 
generated 

Using an RDBMS (Relational Database Management System). The results 

are saved to a text file in a standard delimited format. In stage two (2), the 

'genmat' executable module processes the text file from stage one and gen-

(3) is to generate the relative discernibility functions from the 
discernib1lity erates a discernibility matrix which is saved to a file. The goal of stage three 
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matrix. The executable program genrdf performs this. The relative 
discerniblity functions are stored to a file witha '.rdf' extenstion. Finally, in 

JAMILA RUTH A. HOJAS 

ctaoe four (4), from these relative discemibility functions, executable nro 
gram 'genrules generates the definite rules. The rules are saved to a file and 
have an IFF-THEN format like that of rules in VP-Expert [25]. 

Example 

Figure B.9 shows what the contents of a ".rules' file of stage four (4) 
might look like. In this example, six definite rules were generated from an 
8124 row database. The rules define a mushroom's "CLASS' (edible or poi 
sonous) based on two properties: CAP-SHAPE and CAP-SURFACE. No 
tice that some rules are redundant (Rule 1, Rule 3, and Rule 4 for example). 

Results and Discussion 

Based on the given rough set framework a process for definite rules 

generation was identified and implemented. The created C program modules 
are able to derive definite rules of a database given a set ofgenerated equiva 

lence classes using the RDBMS software MS Access. The type of data that 

can be used for the above procedure though is limited to data for classifica 

tion problems and data that is not continuos-real valued. Rules generated for 

data other than that mentioned above would not make much sense. 

The number of condition and decision attributes is severely limited since 

the representation of the discernibility matrix is in text form. That is, it is 

Tepresented as a text file consisting of a string of 0's and 1's therefore ex 

tremely limiting the size of the associated .mat file and taking a considerable 

alfiount of time to process as the .mat file grows. So far this researcher was 

ab1é to process at most fifeen (15) decision attributes versus one condition 

attribute due also to the limitations of the hardware being used. 

e rules that are generated are sometimes redundant. That is, a rule 

generated for an equivalence class is exactly the same rule generated 1or d 

el ent equivalence class. This is due to the process of the data or attr1bute 

Teduction technique used in the framework. In this situation it is the case 

wherein the only attribute whose value makes two equivalence classes dif 

ferent is eliminated thus resulting in redundant rules. 
Overall, though the process of definite rule generation is not automatic, 
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the researcher has been able to create program modules and identify existing software that may be utilized as tools in the data-mining process. 

Recommendations 

Vol. XV. No 

First of all, a module to eliminate the redundant rules can be creatai 

Second, representing the string of 0's and I's as bits instead of character 

will vastly reduce hard disk space usage and run time during processing. 

Third, the programs can be extended to include the generation of indeinite 

rules. Fourth, a module to test the rules generated is also recommended. 
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Stage 1 Generate the 
cquivalence classes of a 
database using an RDBMS 
and save to a text file 

Stage 2: Create the 
discernibility matrix 
from the text file. 
Other files are also 
created. 

Stage 3: Generate the 
reduced discenibility 
functions for each unique 
equivalence class. 

Stage 4: Generate the rules 
from the reduced 

discernibility functions . 
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DEFINATE RULES GENRATED FROM: surt 
TOTAL ROWS: 8124 
CONDITION ATTRIBUTES: 2 

RULE 0 
IF 

THEN 

RULE 1 

IF 

THEN 

RULE 2 
IF 

THEN 

RULE 3 

Books: 

IF 

THEN 

RULE 4 
IF 

THEN 

IF 

(EOUIVALENCE CLASS 5 : FREQUENCY 32/8124) 
CAP - SHAPE = Sunken 

CLASS = edible; 

THEN 

(EQUIVALENCE CLASS 6 : FREQUENCY 1/8124 ) 
CAP - SURFACE = 

CLASS = poisonous ; 

(EQUIVALENCE CLASS 7 : FREQUENCY 1/8124 ) 
CAP - SURFACE = grooves OR 

SHAPE = conical CAP 

CLASS = poisonous; 

RULE 5 (EQUIVALENCE CLASS 11 : FREQUENCY 3/8124 ) 

(EQUIVALENCE CLASS 8 : FREQUENCY 1/8124 ) 
CAP SURFACE = grooves 
CLASS = poisonous; 

(EQUIVALENCE CILASS 9 : FREOUENCY 1/8124 ) 
CAP SURFACE = grooves CLASS = poisonous; 

CAP- SHAPE = Conical 
CLASS = poisonous; 

Figure B.9, SURF-SHP.RULES 

grooves 
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