A NOTE ON INTEGRAL FUNCTIONS
Harry M. Carpio

Introduction

' Integration can be developed from several points of view. One can introduce the
integral through: area under the curve, limit of a sum, antiderivatives, and step
functions. It can also be introduced abstractly as a functional (a la Daniel), a set
function, or simply as a function of two real variables,

_ The function approach, which was first used by Lebesgue (see (1, p. 49 ], pro-
vides an interesting alternative to the standard approaches in calculus, It leads us
quickly to the main results and is easy to apply. However, it never gained the at-
tention it deserves. Until now, practically all calculus books do not mention it. One
of the few exceptions is Lang's book [ 2 ]. The definition of an integral function
adopted here is based on Lang's idea.

The purpose of this paper is to extend the investigation initiated in Lang’s book.
We shall establish some properties of the integral function and prove analogues of
the theorems proved by Lang. This paper is part of a talk | delivered in a mathe-
matics enrichment seminar held at the Northern Mindanao State Institute of Science
and Technology in Butuan City. | would like to thank Dr. Jose T. de Luna and the
referee for reading this paper critically. | also thank my friends at NORMISIST and
their president, Engr. Alberto Villares, for their kind invitation and hospitality.

Preliminaries

The least upper bound or the supremum of a set S is denoted by sup S. The
greatest lower bound or the infimum of a set S is denoted by inf S. We follow the

notation and terminology in Ross [ 3] . In this paper

- f 15 a bounded real-valued function of a real variable

- Bisabound for , i.e, [f(t)] < B,forallt inRR
-P= { Xj tu=x,< X1 < Xy <...<Xp= v'} is a partition of the closed interval

lu,v]

cm = inf{ft):x; | <t <X} for i

-M, =’sup{f(t):xi_1 <t <xi} for i

1, 2, ---n
1,2,---,"

n .

-LF = 2 m, (x, - X. 1 ) is the lower sum corresponding to the partition P
i=1 - .

n

-U(P) = > Mi (xi - X ) is the upper sum corresponding to the partition P
i=1 )

_fv - sup L(P) is the lower Riemann integral of f on [uv]

su P
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Riemann integral of f on[u.v,

( o U(P) s the UPPe

-J'Vf(t)dtzp

u
u' ]

_J'Vf(t) dt is

u v], we say that G isg;,,er
). If

. same interval [u, x
If Pand g.o:sz:fhe we ha}/e L‘;(Pvﬁ Ltﬁﬁthi(soé)t ;,UL() Q.i Qis,
ins F. . iti o] ’ '
if the set Q fonti'jnand q 153 pértgcén):L(Q,)*'—(Qz)a"d U@ U Q)<
partitiorf' ot L], Moreover L( 2 Q)
tition O ’
+U(Q,)-

nction

The Integral 35 3 F
be a real-valued function o two

2
t1:RR — ,RR
Definition 1 (Lang [2]). Le ing properties;

real variables satisfying the follow!
y, then m < (v-x) <I(xy) < M(x,y),

(i) If m < f(t) € M, forx £t<
Ix,vy, zin RR,we have I(x,y) + I{y:
n function of f.

z) = 1(x,z).

(i) Forall X,y
Then I is called an integral
Proposition 2. Let I bean integral function of f and let a bea fixed real numpg,

roposi )
(i) For each x in RR, I(xx)=0

(ii) For all x, y in RR, I(x,y) = I(y-x).
d I are integral functions of f for which Io (a,t) :IO (at) forallt

(iii) If I, an
then Io = I‘_

Proof. To prove (i), set z=y=x in 1 (ii). To prove (ii), set z=>§_in 1 (i) and appl
part (i). To prove (iii), let x and y be real numbers. Then by 1 (ii) and by part (ii),

I, (y)=I, (xa) +I, (@y) =, (ax) + Iy @y)iSimilarly, I, (x,y) =1, (x, a) + I
(ay)=-1 @x) +1, @y Applying the hypothesis, we see at once that I (x,y) =

I, (x,y). This completes the proof. //
Theorem 3. Let I be an integral function of f. Then for all x,y in R, we have

/I(x,y) / < BJy=x/.

Proof, Singe./f(t)/ <. B, for all real numbers t, we have —B < f(t) — B, for all t.
Hence, by definition 1 (i), (3.1) —B (y-x) SI(x,y) < B(yx), ifx-y. Hence

/14y)/ < B (yx)
= B /y-x/.
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jusion holds, if x<y.N
t conc i - NOW exchg
,ef9r9 argumen't, we s.ee that. (3.2) /iy, x)/ = "BQir;q the roles of and
ed"‘g y) it follows immediately from (3.2) that ¢ X-y/, ity < x Symm the
) Z e 28 he conclusion hols ¢
I(Y; Sifygy

ion 1 (ii), it follows that I(a,x+h)=]

finit
De /1(a,x+h) - I(a,x) / < B /h/. Th

of. BY
Eiﬁm 3, we have
g‘: o this: !
t I be an integral function of
em 4' Le’ o f. Thenl ic$i v
'Thec;re. there 1S a constant C sucr? that, for all points 5;‘3':265 2 Lupsc’hitz con-
ditlon.l.q)’ < Cd(p.a). where.d(p,Q) is the distance between p ang :,” RR’ we have

J1(p) -

(a,x) +1(x,x+h
’ ’ o T
e conclusion fol)low':::'sg;

nitirc’)rr?'(l)fiii)l—tef:(af =(x,y) and @ =(x*, y*). Then it follows from theorem 3 and ef;
(p) — @)/ = /I(x,y) — L(x*, y*)/
i /{i(x'x*)+l(x*'yi} {16, ) +1y, )
< /1xx*) + [Uy.y*)/ |
<B/x-x*/+ B/y-y*/
< B D(p,q) +Bd(p,q)

=2Bd(p,a). //

Corollary 4. 1. The function I is uniformly continuous.
Proof. Let € S 0. We shall prove that thereisa 8§ > 0 such that forall points
pand g in rR? [1I{p) - 1(a)/ <€ , whenever d{p.q) <8 . It is easy to verify that

§=€/C, whereC is the constant in theorem 4, will suffice. //

[2, p. 213]). Let I be an integral function of f and let abea

Theorem 5 (Lang
then f(x)=I" (a,x).

i . .
fixed real number. If f is continuous at X,

Proof. Note that the function I(a,x) is a function of the variable x alone. For

each § > 0, define
m(x,8) =inf {fV ,/x-t/s&}
M(x, d) =sur>{f(t) . x-t/ <8}
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)=lim m(x,), as § -»0.
> 0. Since f is continuous at x, there is 5

er/x-t,/<8*.Thus, if0 < 8§ < § .

Claim f(x)=1im M(x.d

), for eachd .Let€

/ &.whenev
€ . Hence, as § - 0, we obtain

Clearly f(x) < M(x, &
& > 0 such that /f(x) - f(t)
we have f(x) € M(X,0) < f(x) +

f(x) < lim M(x, §)<f(x)+€-

i = : . By analogy
Since € is arbitrary, it follows that lim M(x,8) = f(x), as & ~ 0. By analogy’we
= f(x). This proves the claim.

also have lim m(x,d)
Now. if 0 <h <8, then we have m(x,8) < f(t) < M(x,8) for x <t & x +h,
It follows: from definition 1 (i) that (5.1) m(x 8) < r11 I(x,x +h) < Ni(x,8)
2) mx 8) <1 Ix +h,

d, if -8 € h< 0, then we also have (5.2 h
(5.1) and (5.2), we see that (5.1) holds if0 < /h/< S.
n f(x). < lim 1 I(x,x+h) < f(x)

h

-0 h
m the last inequality because I(a,x + h) =l(a,x

On the other han

x) € M (x;8): Combining
_Letting 8 - 0O, we obtai

The conclusion follows easily fro
= I (x,x +h) //

Theorem 6. Suppose F' (t) = f(t), for all t. Define I(x,y) - Fly) - F(x)
for all x,y in RR? ThenTisan integral function of f.

and suppose m < f(t) < M, for all t in [x.,y]. Then,

Proof. Suppose x <y
there is a point ¢ between x and y such

according to the mean-value theorem,
that

Fly) - F(x)
Y -X
Since F’ (c) = f(c), we have m <F’ (c) <M. Therefore,

= F’(c).

m (y - x) < F(y) — F(x) < M(y - x).

The first part of definition 1 is thus verified. The second part i i
For if x, y, and z are real numbers, then part is straightforward.

I(x,z2) = F(2) - F(x)
F(2) - F(y) + F(y) - F(x)

Iiy,2). + I1(x,y)

[}

Iixy) +I(y,2). /

'11‘ * o
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nd theorem 6 :
Tshe°2ﬁ': t?wec theorem 5 faizliste i?uv:/evgr;:ﬁn e the fundamental th
culus: " cyppose f(x) =1, if x is positive andthe g ity assumptie:,:eg:, ? For
A ] . FOI'

oxample 2 T hat 1(-1,x) = x, if x i 0, if x i s
" ShOWsS 1,x) =x, if x is posit; X is not po :
;,uzaflg;‘does not exist, if x=0, positive, and 0, if x i's) ::’ttlv:(;sﬁi\s,'emglr cal.
2 . Llearly
heorem 7 (Lang [2 p. 224)). Let I and I :
variables given by ° ; be real-valued functions of two real
o) = [ 0 dt
(7.1) '_y
Il (X,Y) = J'X f(t) dt
Then Iy and Il are integral functions of f. Moreover, if I is an integral functio
. n

of , then for all x, y with x < y, we have

7.2) Looy) < Txy) < I (x.y)-

Proof. We prove that I, isan integral function of f. The proof for I;, is similar.

Let u, v be real numbers withu<v, and suppose m < f(t) <M, for u<t<v. Let
P U= xp< X <Xp<om X =V, be a partition of [u,v]. Since m< M;<M, for each ,

we have

m(x, - xi'l-)<.Mi (x; - x;-1) < M (x; - X;-1).
Summing up, we obtain

m(v-u) < U(P) < M (v-u).
Since P is arbitrary, it follows that

m (v-u) < fz f(t) dx < M(v-u).

Thus, property (i) of definition 1 is verified.

To verify the second property, let u, v, and W be real nurppers with u <v§ w.
Let P be a partition of {u,w]. Then Q=PVU {v}isalsoa partition ofh[u,w]Q, wtllca
is finer than P, It follows that U(Q) <u(p). ButQ=Q; UV Q,, where @, =

N[yv]and@,=QN [u,v] . Therefore.

I (uv) + I (v,w) = j": f(t) dt+ J'\:f(t) dt
< U(Q,) +U(Q,)
= U(Q)
< UP).
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i that
Since P is arbitrary: it fo_llows |
W =1 (uWw).

I, (uVv) +1, (v, W) € Iu f(t) dt ) |
1\ )

y, let L= I; (uVv). and =1, (vW). Let ¢ vo
] such that U(P) < € +€.Thus,PUQis 5 Partitig,, |

e reverseé inequalit

T P Of [uvv

I (uw) = I:f(i) at

< U(PUQ)

= u(p) +U@

<L+ B+2E.

< L +B.

e preceding case and the fact that [ (uy) =

For example, suppose U< W< V. Then, e
ce, I, (uw) = I (uv) - T; (wy) = L (uy)

Since € is arbitrary, we have Il(u,W)

The other cases are proved using th
I, (v,u), for all real numbers u and v.

have I, (uv) = I, (uWw) + I, (w,v). Hen
+1, (v\w)-

To prove (7.2), let P: x =X,
i, we have

m (x; - X;-1) < I(x;L x;) < M (xi- x;-1).

<x,&---<Xy=y bea partition of [x,y].For each

Summing up, we obtain
L(P) < I(x,y) < U(P).
Since P is arbitrary, (7.2) holds. Ly

Let g be a bounded real-valued function of a real variable and let a and b be
real numbers with a <b. Define the function g* . RR -=RR by

g(t),ifa<t<b
g* (t) = { o
0, otherwise

We say that g* is integrable, if the integral function of g* is unique. We say that gis
integrable on [a,b], if g* is integrable.

" Thet;)lrem 8. Let a and b be real numbers with a<b. A bounded functiong Is
integrable on [a,b], if and only if g is Riemann integrable on [a,b], ie., the

Ri i b . : o s .
i lemann lntegralj‘a g(t) dt exists, In this case, if I is the integral function of g%, we
ave

Iab) = _[ > oft) dt.

The Technician
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7
ose g is integrable on‘ [a,b

roof' S_ . H
unigue' and it follows from theorem 7 that J. Then the Integral function of q* i
g*is

J’;’ g* (t)dt = f;’ g* (t) dt,

for all real numbers x and y. In particular, we have

j: g* (t) dt = f'; g* (t) dt;

* ()= g (t), if a<t<b, it follows that

J': gty dt = f : g(t) dt.

since 9

Thus, by definition, the Riemann integral f gg(t) dt exists, and is equal to the

common value of the upper and lower integrals above

Conversely, Suppose the Riemann integral of g on [a,b] exists. We define

o) = J ot

fi’ g*(t) dt

J, (x.y)

By theorem 7, J, and J, are integral functions of g*. We shall show that these
two integral functions are identical. In view of proposition 2 (iii), it is enough to
show that J, (a,x) = J, (a,x), for all x in RR. Suppose, first, that x <a. Since g*
(t)=0,ifx <t <a, it follows that Jo(x,a) =0= Jl(x,a).Consequently, Jo(a,x)
= J, (ax) Next suppose that a < x < b. Since g*(t) =g(t), if a<t<b, and since
g is Riemann integrable on [a,b], it follows that J, (a,x) =J, (a.,x), if a<x<b.
Finally, suppose that b <x. Since g*(t) = 0, if b<t < x, it follows that J, (b,x)
=0 =J, (bx). Thus J, (a,x) = Jo(a,b) +Jo(bx) = J, (a,b), Similarly, J @x) =Y
(a,b). But Jy(a,b) = J, (a,b), by the preceding casé. Hence J, (a,x) = J;(a.x)- This
completes the proof of the theorem. //

[a,b], then fis integrable on [a,b].

a well-known result
Riemann integrable
't depend on results

Theorem 9. |f f is continuous on

Theorem 8 and
[a,b], then f 1S
f that doesn

Proof. We can prove this theorem using
from calculus that says. If f is continuous on
on [a,b]. However, it is preferable to give a proo
about Riemann integrals.

It follows from the

Let 7% (t) = f (1), if a <t < b, and £*(t) ='O, otherwisez. 2R la,b}. Now let
hypothesis that f* is continuous at each point In the setS? Iy (a.t)' =}'I" (at) =

I and . : of f*. Then by theorem 5..
0 I, be integral functions e theorem, We obtain Io (aht)

f* (1), for all t in S. Usin valu :
' . g the mean . tion actua”y o
C, for all t in S, for some constant This last eaU& Fo o' | etting t = 2, We 3¢¢

sincel; and I are continuous “hd since S is dense
Decembel' 1990
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: =1, (at), for all t in RR
that C = tly, it follows that I (at) =1 @t), R,
Thergo'{eoi,; ';,‘:oﬁ,%';?ﬁﬁ‘,'f; (ﬁ’i),l o=1.We have shown that the integral function
of f* is unique, i.e,, f is integrable on [ab]. //

Application |
the x-axis, is acted on by a force f(x) de-
ticle. We denote the work done between 3

Suppose a particle, moving along
the work done should satisfy the following

ending on the position x of the par
gnd b gby W(a,b). Itis reasonable that
properties:
i th a < b < ¢, then W(a,c) =W(a,b) *W(b,c),
O IR B e e e he interval [a,b], then we shall do more

i) If g is a stronger force than f on ‘ 4
wor(k)withgg than with . In particular, if m < f(x) < M, on the interval [a,b], then

m(b - a) <W(a,b) SM(b - a).
function of f. If fis in-

Therefore according to definition 1, W is an integral ,
tegrable on [a,b], then it is also Riemann integrable on [a,b]. In this case we have

W(ab) = Lt; f(x) dx.

ula for work ina straightforward manner,

Hence, we have obtained the usual form s '
[2, p. 287], shows us one obvious merit

“This example, which is lifted from Lang
of the function approach.
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