
Introduction 

A NOTE ON INTEGRAL FUNCTIONS 

~"Y M. Carpio 

I 

. Integration can be developed from several points of view. One can introduce the 

integr_al through: area under the curve, limit of a sum, antiderivatives, and step 

functions. It can also be introduced abstractly as a functional (a la Daniel) a set 
function, or simply as a function of two real variables. ' 

The function approach, which was first used by Lebesgue (see [ 1, p. 49 J, pro­

vides an interesting alternative to the standard approaches in calculus. It leads us 

quickly to the main results and is easy to apply. However, it never gained the at• 

tention it deserves. Until now, practically all calculus books do not mention it. One 

of the few exceptions is Lang's book [ 2 J. The definition of an integral function 

adopted here is based on Lang's idea. 

The purpose of this paper is to extend the investigation initiated in Lang's book. 

We shall. establish some properties of the integral function and prove analogues of 

the theorems proved by Lang. This paper is part of a talk I delivered in a mathe­

matics enrichment seminar held at the Northern Mindanao State Institute of Science 

and Technology in Butuan City. I would .like .to thank Dr. Jose T. de Luna and the 

referee for reading this paper critically. I also thank my friends at NORMISIST and 

their president, Engr. Alberto Villares, for their kind invitation and hospitality. 

Preliminaries 

The least upper bound or the supremum of a set S is denoted by sup S. The 

greatest lower bound or the infimum of a set S is denoted by inf S. We follow the 

notation and terminology in Ross ,[ 3 J . In this paper . 

- f 1s a bounded real-valued function of a real variable 

- B is a bound for f, i.e., [ f(t) J <; B, for all t in RR 

- P = { ~i :. u = x
0 
< x

1 
< x

2 
< ... <xn = v} is a partition of the closed interval 

l u, vJ 

- mi= inf{f(t):xi-l <;t ·<; xi} for i = 1, 2, • - -, n 

-Mi = _sup{f(t):?<i-l <;t <;xi} for i = 1, 2, • -,. -, n 

n 
• L(F ,; 2 

i=l 
n 

- U(P) = L 
i=l 

m. {x. _ x. 
1 

J is the lower sum corresponding to the partition P 
I I I· . 

M. (x . - x. 
1 

) is the upper sum corresponding to the part it ion P 
I I I· 

= sup L{P) is the lower ~iemann integral of f on [u,v_] 

p 
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. f- v f (t) dl = inf U(P) 

integral of f on l u, v J 
is the upper Riemann 

u p 
V . t ral of f on r u, VJ 

R·emann ,n eg 
is the 1 . JV f(t) dt 

u . terval ( u, v J, we say that Q is finert 
artitions o~ the same '~ave L(P)~ L(Q) ~ U(Q) ~ U(P). If ha~ P. 

rfPandQare~ p 1nth1scase,we f(v wJ thenthesetQ U Q ,Q ISa 
ntaIns · . tition o • ' 1 1s a 

if th_e_set Q f°u vJ and Q 1s a par LJ Q )=L(Q,)+L(Q2)and U(Q 1 u Q2 )
2
:::: UPar. 

part1tIon of 'J Moreover, L(Q1 2 (Q) 
tition of l u, w · 

1 

+ U(Q 2). 

f..aral as a Function 
Thein~ 

. . ( 
2 

J) Let 1 : RR2 - . RR 
2 

be a real-valued function of two 
Defin1t1on 1 _(La~g h f !lowing properties: " 

real variables satisfying t e o 
f t::.. t t::.. y then m " (y - x) ~ l(x,y) ~ M (x, y). 

(i) If m ~ f(t) ~ M, or x - ...., ' 

. RR we have I(x,y) + l(y,z) = l(x,z). 
(ii) For all x, Y, z in • . 

Then I is called an integral function off. 

. . 
2 

L t I be an integral function off and let a bea fixed real number 
Propos1tIon . e · · 

(i) For each x in RR, I (x,x) = O 

(ii) For all x, y in RR, l(x,y) = I (Y • x). 

(iii) If Io and I
1 

are integral functions of f for which I0 (a,t) = l 0 (a,t) for all t, 

then I 0 =I,. 

Proof. To prove (i), set z =Y =X in 1 (ii). To prove (ii}, set z =~_ in 1 (i) and apply 
part (i). To prove (iii), let x and y be real numbers. Then by 1 (11) and by par-t (ii), 
J

0 
(x,y) = 1

0 
(x,a) +10 (a,y) = -10 (a,x) + 10 (a,y)~Similarly, 11 (x,y) = 11 (x, a)+ I 

(a,y) = -I 
1 

(a,x) + I, (a,y). Applying the hypothesis, we see at once that 10 (x,y) =' 
1

1 
(x,y). This completes the proof. II 

. Theorem 3. Let I be an integral function of f. Then for all x ,y in R, we have 
II(x,y) IE;; ~ly-x/. 

Proof. Since lf(t)I ~ ~. for all real numbers t we have -8 ~ f(t) - B for all t 
Hence, by definition 1 (i), (3.1) -B (y-x) ~ I (x,y) :E; B(y-x), if x. y. He~ce · 

/1(><,y)/ E;; B (y-x) 

== B /y-x/ 
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Conclusion holds, if x c;;; y No 
the · · w t)(ch 

J 

eretore rgurnent, we see that (3.2) ll(v >c)/ - angf~g the roles of 

111 ed·,,g a . d' t ,, - B /,c JC tno Y 

e' 1 y) it follows ,mme ta ely from (3.2) th · YI, if y < , '" tt~, 

pr ) ~ (><, ' 
at the cone, . "· S,nte 

I('/, ,c b f' 
usron holds., if 'f ._ JC 

3 1 Let a e a 1xed number and 1 
. ' 

roro~ 
an int · . 

~ists, then II' (a,x) / c;;; _ B. et}'al funct ion of ,. 11 

I' (a,><) e 
By Definition 1 (ii), it follows that l(a h 

proof.3 we have I l(a,x+h) - l(a,x) / c;;; 8 i~i ¼ l(a,x) +l(x,x+h). Tr, 

ttteore~ 1'1 - . e conclusion tori us, ~Y 

..., this. 
ows eas,Jy 

frO•" I b . t 
m 4. Let e an m egral function of f Th 

lh~re there is a _constant C sµch that for i, ~n I satisfies a lipsch·t _ 

dition, /,·;; j < Cd(p,q), where d(p,Q) is the distaice ~:tts P and Q in RR!~:~~: 

/ l(p) - · · ween p and q. 

proof. · Let p = (x,y) and q = (x*, y*). Then it follows from th 

. . .1 (ii) that 
eorem 3 and def;.. 

,,,tron 

/I(p) - I_(q)/ = /I(x,y) - I(x*, y*)I 

= J{i(x,x*J+I(x*,y)} -{I(x*, y) +I(y, y*J}/ 

< I I(x:,x*)/ + /l(y,y*)/ 

'- B /x - x * I + B /y - y* I 

~ B D(p,q) +B d(p,q) 

= 2 B d(p,q). II 

Corollary 4. 1. The function I is uniformly continuous. 

Proof. Let E > ·o. We shall prove that there is a a > O such that for all points 

pand q in RR2 
/ I (p) - I (q)/ < E , whenever d(p,q) < a . It is easy to verify that 

8 = E / C, where C is the constant in theorem 4, will suffice. // 

Theorem 5 (Lang [2, p. -213}). Let I be an integral function off and let a bea 

fixed real number. If f is continuous at x, then f(x) =I' (a,x). 

Proof. Note that the function I (a,x) is a function of the variable x alone. For 

each 8 > 0, define 

The Technician 

m(x,8) =inf {f(t) ./x-t/~ a} 
M (x, 8 ) = sup { f (t) : /x - t I ~ O} 
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Claim f(x) =lim M(x,3)=lim m(x,6), as 6 ➔ 0. 

~ f h ~ Let e > o Since f is continuous at x, there i!i 

Clearly f(x) < M(x, u ), or eac u · · · a 

cS > 0 such that /f(x) • f(t) / 6. whenever /x. tl < 6 *. Thus, if O < 6 < 6 ., 

we have f(x) < M(X,6) < f(x) + e. Hence, as 6 ➔ 0, we obtain 

f(x) < lim M(x, 6) < f(x) + E. 

Since e is arbitrary, it follows that lim M(x,6) = f(x), as· 6 ➔ 0. By analogy ·, we 

also have lim m(,c, 6) = f(x). This proves the claim. 

Now, if O < h < 6, then we have m(x, 6) :1' f(t) < M(x, 6) for x < t < x + h. 

It follows from definition 1 (i) that (5.1) m ( x, 6) < 1 l(x,x +.h) < rvi(xr6.) 
-h . 

On the other hand, if - 6 < h < 0, then we also have (5.2) m)x, 6) < 1 l(x + h, 

. 
. h 

x) < M (x;6)_. Combining (5.1) and (5.2), we see that (5.1) holds if O </h/<.· 6 . 

.. Letting 6 -+ 0, we obtain f(x). < lim .1- I(x,x+ h) < f(x) 
. h ➔ 0 h . . . 

The conclusion follows easily from the last inequality because l(a,x + h) = l(a,x 

= I (x,x +h) II 

f 
Th

11
eore,:n 6. 

2 
Suppose F' (tl = f(t), for all t. Define I (x,y) - F(y) • F(x) 

or a x, y m RR. Then I is an integral function off. 

Proof. Suppose x < y and suppose m ~ f(t) < M f 11 · [ J 
according to the mean-value theorem there is a poi t ' borta t m x,y ~ Then, 

that • n c e ween x and y such 

F(y) - . F(x) 
= F' (c). 

y-x 

Since F' (c) = f(c); we have m < F' (c) < M. Therefore 
. , 

m (y- x) ·< F(y) - F(x) < M(y. x). 

The. first part of definition 1 is thus verified Th . 

For if x, Y, and z are real numbers, then . e second part is straightforward. 

l(x,z) ;; F(z) • F(x} 

= F(z} • F(y) + .F,(y} - F(x.) 

= I (y,z) . + .I (x,y} 

= I (x,y) + I (Y,z). /I 
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rem 5 and theorem 6 are our vers· 

fheNote that theorem 5 fails if we 0 ~~n of the f_undamental theor 

culus. le suppose f(x) = 1, if x is positive and t~e -~on!inuity assumption e;: ~f ca1. 

e)(~~~n 'shows that_ 1(-_1,x) = x, if x is p~sitive •a~d~is_not _µositive. A sim~I~ Fo{ 
cu a

1 
) does not exist, 1f x=O. • , if x 1s not positive Cl ca· 

I' (- ,>< . 
• early 

Theorem 7 (Lang (2 p. 224)). Let I and I be . 
1 

. b o • rea -valued f ct· 
variables given y un ions of two real 

(7.1) 

1
0 

(x,y) - f y f(t) dt 
_x 

I · ( ) .:... f-xy f(t) dt 
I X,Y 

Then I and 11 are integral functions of f. Moreover if I is an • t I f . · 

.o 
• m egra. unction 

off, then for all x, y with x < y, we have 

(l.2) · 1
0
.(x,y) < I(x,y) · < 11 (x,y). 

Proof. We prove that 11 is an integral function off. The proof for 10 
is similar. 

Let u, v be real numbers with u < v, and suppose m < f(t) < M, for u < t < v. Let 

p u = x0 
< ~1

<x2
<---:<xn= v, be a partition of. (u,v ). Since m <M;<M, for each i, 

we have 

m(xi - xri.) < Mi (xi - xi.1) < M (xi - Xi-.1>­

Summing up, we obtain 

m (v- u) < U(P) < M (v- u). 

Since pis arbitrary, it follows that 

m (v - u) < J: f(t) dx < M(v - u). 

Thus, property .(i) of definition 1 is verified. 
d be real numbers with u <v <w. 

To verify the second property, let u, v, a~ }~ rt·t· n of [u w] which 

L ( ] Th Q p u { v 1s also a pa 1 10 , , 

et P be a partition of : u,w . en = · ~ Q . u Q , where Q
1 

= Q 

is finer than P. It follows that U(Q) < U(P). But Q 1 
2 . 

n [ u, v] and Q
2 

;:= Q () ( u,vJ . Therefore, 

J-v f-wf(t) dt 
11 (u,v) + 11 

(v,w) = u f(t) dt + v 

< U(Q1) + U(Q 2) 

== U(Q) 

< U(P). 
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. ·t follows that 
Since pis arbitrary: i -

f w f(t) dt = 1. (u,w). 

1 (u,v) + J1 (v,w)" u = 
1 • ol.. = 1. (u,v), and /3.--:- 11 (v,w). Let E: > 

rse inequality, let . • . 0, 
To prove the reve [ ] such that U(P) < o( + e.Thus,PUQ is a Partiti 
. . partition p of u,v on 

Then there is a . 

( ) and we have of u,w , 

f-w ..._ dt 
11 (u, w) = u f(t) 

~ U(P UQ) 

= U(P) +:U(Q) 

~c£+ (3+2E. 

I (u w) ~ o( + /3 · 
Since E is arbitrary, we have • , 
· • the preceding case and the fact that I (u v)-

proved using 1 , -
The other cases are d For example, suppose u ~ w ~ v. Then we 

f II al numbers u an v. 1 
' 

11 (v,u), or a re ) + I (w,v). Hence, l1 (u,w) = 11 (u,v) - i (w,v) = 11 (u,v) 
have 1

1 
(u,v) = l1 (u,w 1 

+ 11 (v,w). 
< be a partition of [.x,y] .For each 

To prove (7.2), let P: x =xo<x1<··· Xn=Y 

i, we have 

m (xi - xi -1) ~ l(xrl, xi) ~ -Mf (xi· xi-~). 

Summing up, we obtain 

L(P) ~ I(x,y) <;; U(P) . 

. Si.nee Pis ~rbitrary, (7.2) holds. I // 

Let g be a bounded real-valued function of a real variable and let a and b be 
real numbers with a~ b. Define the function g*. HR-➔ HR by 

[ 
g(t). if a~ t ~J> 

g* (t) = 
0, otherwise 

We say that g* is integrable, if the integral function of g* is unique. We say that g is 

integrable on [a,b], if g* is integrable. 

Theorem 8. Let a and b be real numbers with a~ b A bounded function 9 is 

integrable on [a,b 1. if and only if g is Riemann int~grable on [a,b]. i.e., the 

Riemann integra1f ~ g(t) dt exists. In this case, if I is the integral function of g*, we 
have 

I (a,b) = J ~ g(t) dt. 

The Technician 
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, 
I I , 

~ 

of.' Suppose g is integrable on ' (.a b] ' ' 

_Puroe and it ~ollow~ from theo.r~n:t .7 that · Then the integral funct· 

unrQ , . • , , 
ion of g* : 

I 
. • ' 

. 

.IS 

f y g* (t} dt = J-Y g* (t) dt 

X . X ' 
-

• \,' \ t • ! .,r l 

for all t eal -numbers x anq y. l,n P,Zlr ticular, we have 

. 1: g* (t) dt = _ J~ g* (t) dt; 

Since 9* (t)-;- g ,(t}, if a ~ ,t~b._ i~ fqllows that 
.,; , 1_ I: g(t) dt = ' f ~ g(t) dt. 

- ' • ; I • , · ~ 

·' 
' 

Thus, by definition, the Riemann i'ntegral· J b,g(t) dt . t . 
_ a exis s, and 1s equal to the 

common value of the upper and lower, integr.als,abc;>ve. , , 
1 

• , , 

Conversely, sup~ose th~ Riemann integral of g on [a,b] exists. We define 

J0 {x,y) = .. J: g~ (t) dt 

J1 (x,y) - J: g*(t) dt . 

( • '. • • 
' • _, I ' ' ~ • ' 

By theor~m 7, J0 and J1 are. i,:itegral functions of . g*. We sh~II show that these 

two integral func~ions ~re identical. In ~iew of propositio,n ~ (! iD,,_ ,f, is. enough, to 

show that J0 (a,x) = J
1 

(a,x), for all x in RR , -~~ppos~. fir
1
st, ~h,at ~ <a. Since g* 

(t) = 0, if x ~ t < a, _it_ follows: that J0 
(~.a) , 0 = J1 (x,a)._C?~se~u~ntly, J0 (a,x) 

= J1 (a.~) Next suppose that a ~ x -~ b. Sin<;:~ g*(t) = g(t) , if~-~~ _._; 9:• and since 

g is Riemann integrable on [:a,b]. it foll~ws ~hat J0-(a,f ) 7, J1_(a,x), if a~x~b. 

\ ~inally, sui;>pose th~t _b < x. Since g*(t)...:.. 0, if b:S t , ~ ~ ,.i~- ~o_.llo~sthat J0 (b,x) 

. ~ 0 = J
1 

(b,x). Thus J.
0 

(a,x) =:== J
0 

(a,b) +J0 
(b,x) = J0 (a,b), S1m1larly, J1 (a,x) =~ 1 

(a,b). But J
0
_(a,b) = J

1 
(a,b), by the preceding case. Hence J0 (a,x) = J1 (a,x). This 

completes the proof of the theorem. // 

Theorem 9. If f is continuous on [a,bl, then f is integrable on (.a,bl. 

Proof We can prove this theorem using Th~o~em .8 and .a well-kn~wtn resbullt 

f 1· . [ b] then f is Riemann m egra e 

rom ca cu lus that says . If f is contmu~us on a, ' doesn't depend on results 

on [a,b~. However, it is preferable to give a proof that 

about Riemann integrals. 
0 th ise It follows from the 

Let f~ (t) == f (t), if a ~ t < b, and f*{~) =. ' 0 
::; S ~ RR {a, b}. Now let 

hypothesis that f* is continuous at each point, m th e · 5 I' (at) = 'I' (at) = 

lo and 1
1 

be integral functions of f*. Then by · theorembt '. 0
1 (~ t) · _ I (~ t) + 

f* (t) 1 theorem we o am o , - 1 ' 

, for all t in S. Using the mean-va ue_ e 'uation actually holds for all t, 

~. for all t in S, for some constant C. This . lasi ! in RR Letting t = a, we see 

since l0 
and I are continuous and since S 15 den · 

I 
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that C ~ 0, and consequently, it follows that l0 (a, t)';:; 11 (a,t) '. for all t i~ ~R. 

Therefore, by proposition 2 (iii), I 0 
= I

1 
• We have shown that the integral function 

off* is unique, i.e., f is integrable on ['a,b J. // 

Application 

Suppo~ a particle, moving along the x-axis, is acted on by a ·force f(x) de­

pending on the posit!on x of the particle. We denote the wor~ done between a 

and b by W(a,b). It is re~sonable that the work done should satisfy the following 

properti~ 

(i) If a, b, c are three numbers, with a.; b < c, then W(a,c) ~w(a,b) +W(b,c). 

(ii) If g is a stronger force than f on the interval {.a,b], then we shall do more 

work with g than with f. In particular, if m<f(x)< M, on the intetval (a,b), then 

m(b - a)< W(a,b) < M(b - a). 

Therefore according to definition 1, W is an integral function_ of f. If f is in­

tegrable on [a,b J, then it is also Riemann integrable on (:a,b)_. f n this case we have 

W(a,b) = J: f(x) dx. 

_ He~ce, we have obtained the usual formula for work in a straightforwar_d manner. 

This example, which is lifted from Lang [2, p. 287], shows us one obvious merit 

of the function approach. 
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