
THE DERIVATIVE 

Esperanza Blancaflor Arugay 

In the seYeoteenth century. an Englishman. Sir Isaac Ne,,100 (1 642-
1 -~ ' ). and a German. Gotfried \\' ilhelm Leibnitz {l 646-1 716). indepen
dently introduced the calculus. The calculus is considered the motion
picn.IR" machine of mathematics. h catches natural phenomena in the act of 
('hanging. or as Ne\\lOn called iL in a state of flu.,. Other fields of mathe
matics are to be likened 10 the camera which shows a still picture of 
nature as it appears at a giYen instant \,ithout regard IO the possible 
appearance the follo\,ing instant. 

~ ature is never static. Everything around us is in a state of motion. 
Hence. the processes of nature is not possible \,ithout the notion of rate 
of change or deri,·atiYe. 

Rate of change: the changing time of sunset. The sun sets at 
different times of the year. depending on date and location. Here in the 
Phi lippines. in the year 1994. for instance. the sun sets at 

6: 14 on May 5. 

5:43 on October 5. and 

5:25 on December 5. 

The time of sunset is a funcTion of the date . If we let T be the time of 
sunset in hours and minutes and d be the date of the year, we can express 
our functional relation in the form T = T(d) . For example. from the data 
above. we have 6: 14 = T(r-.,tay 5). or we simply \\Tite 6 : 14 = Tl 125), since 
May 5 is the 125th day of the year. Similarly. we can ,nite 5:43 = 
T(278) and 5:25 = T(339). We observe that the rate at which the time 
of sunset is changing varies at different times of the yt"ar. \Ve show how 
the rate varies by looking nt some further darn for stmst"t from a weather 
news for the year 1994. 
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Using the data below, we can estimate the rate at which . the time of 
sunset is changing on October 5. On October 8, the s~n set~ 5 ?1inutes 
earlier than on October 2. This is a change of -5 mmutes m six days, 

so the rate of change is 

(-5 minutes) / (6 days) ~ - .83 minutes per day. 

date time date time date time 

May2 6: 13 October 2 5:45 Dec . 2 5 :25 

May 5 6: 14 October 5 5:43 Dec. 5 5:25 

May8 6: 15 October 8 5:40 Dec . 6 5:26 

We say this is the rate at which sunset is changing on October 5 and we 
write, 

T '(278) ~ -.83 minutes per day . 

The negative sign indicates that the time of sunset is decreasing, i.e. , the 
sun is setting earlier each day. Similarly, we find that around December 5, 
T'(339) ~ .17 minutes per day and around May 5, T'( 125) ~ .33 minutes 
per day. The last two values are positive since the time of sunset is 
increasing, i.e. , the sun is setting later each day in May and December. 

With these rates, we can estimate the time of sunset for dates not 
given in the table . For instance, May IO is five days after May 5, so the 
total change in the time of sunset from May 5 to May IO should be 
approximately 

11T ~ (.33 min . per day) x -5 days= 1 .65 minutes. 

In whole numbers, then, the sun sets 2 minutes later on May IO than 
on May 5. Since sunset on May 5 is 6: 14, sunset on May IO is 6: I 6. 

By letting the change in number of days be negative, we can use the 
same reasoning to tell us the time of sunset on days shortly before the 
given dates. For example, November 29 is - 6 days away from 
December 5, so the change in the time of sunset should be 

11T ~ (.17 min. per day) x. - 6 days = - 1.02 minutes. 
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fh erefore , we can estimate that sunset occurred at 5 :25 - 0:0 I = 5 :24 
on November 29. 

Changing rates. Suppose. instead of using the tabulated val ues for 

October 5, we try to use our May data to predict the time of sunset in 

October 5. Now, Octobcr 5 is 153 days away after May 5, so the 

change in the time or sunset should be approx imately 

!\T ~ (.33 min . per day) x 153 days = 50.49 minutes, 

and we compute that sunset on October 5 should be 6: 14 + 0: 50 = 6:64 or 

7:04. which is I hour and 2 1 minutes Inter than the ac tual time! When 

we use the fo rmula above to estimate b.T, we assume that the time of 

sun set changes at ajixecl rate of' .33 minutes per day for the entire 153-

day time span. The rate ac tuall y va ri es, and the va ri ati on is too grea t for 

us to get a good estimate. Onl y with a much smaller time-span docs the 

ra tc not vary too much. Predictions over long Lime spans are less re liahle. 

R EMA RK. While many rates do in vo lve changes with respect to time, 

other rates do not. Exampl es arc the dose rate fo r medicine (milligrams 

per pound of body weight). annual birth rate (li ve births per 1,000 

ropulation), death rates (deaths per 1,000 population). Any quantity 

expressed as a percentage. such as an interest or unemployment rate, 

is a rate of similar sorts. /\ n unemployment rate of 4% , fo r instance, 

means 4 unempl oyed workers per 100 workers. 
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Graph of a function ; graph of data . We now look at the graph of 
the sunset function . See Figure 1. The dates are represented in the 
horizontal axis , the times are on the vertical ax is . 

We know from geometry that the rate of change of a linear fun ction 
can be visualized as the s lope of its graph . Can we say the same thi ng 

about the sunset function? 
Looking at the graph of the sunset function , we observe that its graph 

is not a line, so the sunset function is not linear. How do we make 
the connection then between rate and slope? What do we mean by the 
slope of this graph? These can be answered and made c lear by 
enlarging the graph. 

Imagine we have a "microscope" that allows us to "zoom in" on the 
graph near each of the three dates we considered in the given data. If 
we put each magnified image in a window, we get windows a, hand c 
below. 
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Notice how different the graph looks under the microscope. First of 

nil . it now shows up clearly as a collection of separate points - one for 

eacb day of the year. Second. the points in a particular window lie on a 

line that is essentially straight . The straight lines in the three windows 

have ve ry different slopes, but that is onl y to be expected . 

Let us calcubte the slope in each window. r n window a, choose the 

points (d1,T1) = (122, 6: 13) and (d2,T2) = (128, 6: 15). The slope is 

6T _ T2 - 71 = 

6.d J2 - d 1 

6:15 - 6: 13 

128 - 122 
= 2 minutes ~ JJ minutes . 

6 da ys day 

Us ing the same approach in the other two windows we find that the 

slope in window h is - .83 min/day and the slope of the line in window 

c is .17 min/day. These are exactl y the same values as we have for rates 

of change of the time of sunset around May 5, October 5. and December 

5. 

REMA RK. The ra te of change of a function at a point is equal to the 

slope of its graph at that point. if the graph looks strai ght when we vic'v\ it 

under a microscope. 

The graph of a formula. Rates and slopes are reall y the same thing 

- that's what we learn by using a microscope to view the graph of the 

sunset function. But the graph of the sunset function consi sts of a finit e 

number of disconnected points - this is a problem when we deal with data. 

In such cases, magnifying the graph too much becomes useless. For 

instance, we get no information from a window that was narrower than 

the space between the data points. On the other hand, if we consider the 

graph of a function given by a formula, there is no limitation of 

magnification. We can magnify as much as we wish and still obtain useful 

in fo rmation. 
While the microscope is used by biologists to study microorganisms. 

the '" microscope" that we are talking about here is actually a computer 

in which we can enlarge or shrink any part of a graph by pressing a "zoom 

in" or "zoom out" command on the keyboard of the computer. 

Consider the function.f{x) = x 
4 

- 8x. Let's find.f'(l ), the rate of change 

olfwhen x = I. We need to zoom in on the graph off at the point ( I J( I)) 

=- ( 1.- 7). We do this in stages, producing a succession or wi ndows 

(Sec Figure 3) that run clockwise from the upper left corner. 
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b) 
~ ------ -.... . 

\ __ _ _ -_-_-_----•··· ~ :· ~ l 
Figure 3 

Notice how the graph gets straighter with each magnification. Let's 
cal I field of view that part of the graph that we see in a window. The field 
of view of the second window is only one-tenth as wide as the previous 
one. and the fi eld of view of the last window is only one-thousandth of 
the fi rst! 

Intuitively. the rate of f is the slope of the graph of f when we 
magni fy the graph enough to make it look straight. But how much is 
~nough? Which window should we use? The following table gives the 
slope 1:1yltu of the line that appears in each of the last four windows in 
the sequence. For tu we take the difference between the x
coordinates of the points at the ends of the line, and for 6y we take the 
difference between the y-coordinates. 

l:l.X i1y l:ly/ l:l.X 

.1528 - .589638844 - 3.858892958 

.0147 - .058823280 - 4.001583673 

.0069 - .027603811 - 4.0005523 19 

.0037 - .014802170 - 4.000586486 

J\s you can see, under successive magnifications, the fi rs t live digits 
of 1':!y/6.x have stabili zed. The va lues or 6y/L1x are successiv~ 
approximations to the slope of the graph. The exact value of the slope is 

38 



l: \PI-.RAN7.A B LAJ\ < Al LC JI' AV tJ ,;: ·1 

then the I imit of these approximations a<, the width of the ficJd of ·:ie-1, 
shrinks to zero : 

/ '( I ) = the slope of the graph at x - I - lim L\y . 
'~ I'.., , \x° 

In the limit process, we take & ➔ 0 becau~c 6..x i"i the width <Jf the field 
of view. Since fi ve di gits of !1y/Lix have <.,tabi li 7..cd. we can v,rite 

/'(I ) ~ 4.0005. 

To find .f '(x) at some other point, proceed the same way. .\.iagnif:1 

the graph at that point repeatedly, until the value of the slope stab-iJizes. 
Our main observations are summarized below. 

R EMARKS . ( I) The slope of a graph at a point is the limit of the slopes 
seen in a computer at that point, as the field of view shrinks to zero. 

(2) The rate of change of a function at a point is the slope of its 
graph at the point. Thus the rate of change is also a limit. 

Formal definition of the derivative. The word derivati\·e is adopted 
for convenience to replace the more cumbersome phrase rme of change. 
In other words , if we can compute the derivative of a funct ion y = j(xJ at 
x = x

1 
and can find its value, the number thus fo und tel ls us ho,,,. fast f is 

changing with respect to x at the point on the graph whose abscissa is x 1. 

2. 1 D EFINITION. The derivative of the function fat x is the rate of 
change of .f at the point (xj(x)), which is the same as the slope of its 
graph at (x,j(x)). This is denoted by_f1 (x ). Formally. it is defined by 

., . f(x+t:.x) - .f(x) f (x) = lim -----
t.x ➔ O l1x 

The va lue .f'(x) is called the derivative off at x. if the limi! exists. 

Let us examine thi s definition from the geometric point of , ie" . 
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· · · /( -) J d / '( x- y ) he ·1 · 
Con sider the grarh t) I ;1 l 11n c tion .1· ·' · , ., h 1 • Pn111t 

011 

the gn11h ·md (J(.x , , ) be ano lhc r po int or the graph near / >. Th~ li11. 
'- '- 2-., 2 . , • . ~ 

thro ugh the po i; ts p and (J is ca lled a secan t line . ( ·1gurcs 4 and 5). 
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.r 

Figure 4 Figure 5 

No te that x, = x 1 + LU and .h = y 1 + .6.y . The slope or the secant line is, 

Y2 - y , .6.y f (x , +LU) - f (x , ) 

X2 - x , LU LU 

Now. if we let .6.x approach 0, the point Q will move a long the curvc1· 

= / (x) and approach the po int P. What happens to the secan t line'! /\s 

the point Q moves closer Lo the po int P. the secant li ne pi vots ;i l)(lut tile 

po int P and gets closer to the urn gcnt line (see 1-' igun.: 6). 

\ ' 

\ ' . I 

Fig ure 6 
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Thus as t..x ➔ 0, the slope 6-yl 6-x of the secant line approaches the slope m 
or the tangent line, that is, 

The geometric interpretation of the derivative above shows to us that the 
derivative of a function fat a point x = x 1 in the domain off is the slope 
of the tangent line to the graph off at the point (x1,y1) = (x 1,/(x 1)). The 

. ((xi + 6-x) - r (x i ) . . . 
expression · · 1s called a difference quoflent. 

6-x 

R EMA RK . The deri vati ve is a limit. To find that limit, we fo llow a 
rour step process: 

(a) Replace y by y + ~J' and x by x + 6-x m the given 
equation. 

(b) Solve fo r ~y. 

( c) Di vide both sides of the eq uation by 6-x. 

(d) Evaluate lim tiy . 
\T->0 L\.x 

2.1.1 EXAM PL E . Given y = x3
, find f'(x). 

So lution. Since y + ~y = (x + 6-x/, we imm e~liately have 
3 

~y = (x + &) - y 

= (x3 + 3/ 6-x + 3x(&)2 + (6.x/ - x3 

= Ji& + 3x(&)2 + (&)3. 

tiy 

L\.x 

3x 3L\.x + 3x(L\.r)2 + (L\.x) 3 

L\.x 

ti . 3x 2L\.x+ 3x(&)2+(L\.x)3 

lim __f = 11111 L\.x 
\r➔O L\.x .\r➔O 

I fence, f'(x) = 3x2. # 

=3x2. 

NOTE . In calculating this limit, you must be careful to treat x as a 
"constant" while letting & approach zero. 
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2.1.2. EXAMPL E. I f j(x) =✓x , findf'(x). 

,\ 'o lulion. From f (x) = ✓x , we have j (x+tu) = J x +tu • Hence, 

. f (x+tu) - f(x) _ • Jx+tu - ✓x 
r'(x) - l1m · - hm 
. - il.x ➔ O tu t.r➔ O tu 

Jx+tu - ✓x J x + tu +✓x 
= ;J~o tu Jx+ tu +✓x 

. (x+ tu ) - x 
= 11111 / . 

tn➔ Otu(Jx+tu + -v x) 

I 
.' . .f' (x) = - # 

2✓x. 

The preceding example makes use of the definition of the deri ' 1tive 

in functional notation. 

The derivative notations. Other notations used to denote the 

derivative of y = j(x) are: 

dy , df 
- , y, Dxy, Dxf , - . 
dx dx 

The process of finding the derivative f' of a function f is called differe11-

tiation. 

2.2 DEFINITION. A function/is said to be differentiable at x1 if /'(x1) 

exists. If f is differentiable at every point x 1 in its domain, we say that / is 

differentiable. 

Differentiability and continuity. Consider a function f defined b) 

the equation (see Figure 7) 

{
Jx-2 

f(x) = 10-x,
1 ifx ~ 3, 

if X > 3. 
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y 

0 X 

Figure 7 

Since lim f(x) = 7 = /(3), as x ➔ 3, it follows that/ is continuous at x = 3. 
However, if we form the difference quotient, 

f (3 + L1x)-f (3) f (3 + L1x)- 7 

L1x L1x 

and calculate its limits as L1x ➔ 0 both from the left and from the right, we 
obtain, 

Jim .f(3 +L1x)- 7 =3, while lim f( 3+L1x)- 7 =-1. 
iix➔ O- L1x &➔O+ L1x 

Since the left-hand and right-hand limits of the difference quotient are not 

equal , the limit of the difference quotient does not exist; that is,/'(3) does 

not exist or f is not differentiable at x = 3. If we look at the graph off in 

Figure 7, particularly at the point where x = 3, the nonexistence of the 
derivative is indicated by the absence of the tangent line there. 

2.3 DEFINITION. The derivative from the right of a function f is 

lim 
f( x+ L1x)- f(x) 

&➔O+ L1x 

The derivative from the left of a function f is 

.f~(x) = lim f( x+L1x )- f(x) . 
&➔0- L1x 
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' ' Thus,for the function graphed in Figure 7, J _ (3) = 3 and ./~(3) = - \ . 
Hence, .f'(3) cannot exist. 

REMA RK. The derivative.f'(x) exists and has the value A if and only if both of the one-sided derivatives exist and have the same value A. 
2.3.1 EXAMPLE. Let the function f be defined by, 

{
x2 

f (x) = '
2 

-x ' 

if X ~ 0, 

ifx > 0. 

y 

Figure 8 

Determine if/ is differentiable at x = 0 (Figure 8). 
Solution. By Definition 2.3 , we have 

X 

I 

/ ~(O) = 
lim .f(O+/ll)-.f(O) = Jim [-(0+&)2] -0 

6.x➔ O + Ill 6.x➔ O ' 6.x 

= lim -/ll=O. 
L~x➔O+ 

f ~(O) = 
"') ~ . .f(0+!'::.x)-f(0) . [(0 + !'::.x)- 1- 0 I 1m '-'---'------- = lim 

L\ x - >0 - !:u 6.x - >0- !J...y 

lim !'::.x = O. # 
A\ ➔ O 
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Since r; (0) = f ~ (0) = 0 , f '(0) exists and equals 0. Hence f is differen
tiable at x = 0. This example shows that a function defined "piecewise" 
can ha\·e a derivative at the boundary numher between the "pieces". 

Geometrically. a function that is differentiable at the point 
(x1j(x1) of its graph has a tangent line with slope f '(x1) at that point. 
ObYiously, /is continuous there. 

2.4 THEOREM. If a function is differentiable at the number x 1, then it 
is continuous at x1• 

Before we prove this, let us recall the definition of a continuous 
function at a point. 

2.5 DEFINITION. The function f is said to be continuous at the num
ber a if 

lim f (x) = .f (a) . 
x➔a 

Proof of Theorem 2.4. Assume that/ is differentiable at x 1• We write, 

\Ve take the limits of both sides and apply some theorems on limits: 

= f'(x 1) lim (x- xi)= 0. 
x➔x, 

Thus lim f (x) = f (xi) and f is continuous at x,. # 
x➔x , 

. ., . f(x1 + &)-f(x,) REMARK. The express10ns / (x1) =. hm _ ____;;__ __ __;_,__:.,_;:...:.. and 
~Y➔O & 

I' (x
1

) = lim f( x )- f (x,) are equivalent. To see this, let x = x
1 
+ & . 

x➔x 1 X- x1 
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Then ~ x: ➔ 0 is equivalent to x ➔ x 1• 

_ Formulas for derivatives. ~-p to now, we di_ffer~ntiated fu~ctions by 

direct use of the formal defimt1on of the denvat1ve as a limit of 

difference quotient Differentiation in this process can be tedious R 
1
. a 

· . . · e 1ef 
from this technique is given to us by applymg basic theorems . The 

theorems are proved using the definition of the derivative . se 

2.6 TH EOREM (CONSTANT R ULE) . The derivative al a constant 

fun ction is the zero function. In sy mhols, ~r f(x) = c for all x. where C is 

a constanl , then f '(x) = Ofor all x . 

2.6.1 EXAM PLE. L et .f(x ) = 8 - TC for all x . Then f'(x) = 0. # 

2. 7 THEOR EM (IDENTITY R ULE) . The derivative of the identity f11nction 

is the constant function I. In .\y mbols, (l _f(x ) = x for all x, then f '(x) = I 

for all x . 

2.8 THEOREM (POWER R ULE). fl n is an arhitrary constant. then 

d 11 

D n n - 1 X n - 1 
x = nx or -- = nx 

X d. X 

2.8.1 EXAMPLE. Given h(x) = ,J; , find Dx h. 

I 
I - I 

Solution. By Theorem 2.8 , Dx ( ✓x ) = Dx ( x 2 ) = 
2 

x 2 . # 

2.9 THEOREM (SUM RULE OR ADDITION R ULE) The derivative ofa SUtn 

is the sum of the derivatives of the summands. In .\ymbols, iff and Kare 

differentiable functions ofx, then 

Dx (./(x) + g(x) ) = Dx f(x) + Dx g(x). 

2.9.1 EXAMPLE. Find D,C +s). 
- I # 

Solution. Dx ( _I__+ 5) = Dx (_I__)+ Dx (5) = Dx (x- 1
) + 0 == - x-

2 ==7 · 
X X 
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2. 10 THEOREM (PRODUCT RULE OR MULTIPLICATION R ULE). The 
der; ,•ati ,,e r?f the product of two functions is the .first function limes the 
derivative of the second function plus the derivative of the first function 
times the second function. In symbols, if f and g are dffferentiabic 
fu nctions of x, then 

Dx [f (x)g(x)] = .f(x) Dx [ g(x)] + Dx [f (x)] g(x). 

2. 10.1 EXAMPL E. Find Dx [(x + 1) (x2 
- 2)] 

Solution. Dx [(x + l)(x2- 2)] = (x + I)[Dx (x2-2)] + 

+ [Dx (x + l)](x
2

- 2) 
2 =(x+ 1)(2x) + l(x -2) 

== 2x2 + 2x + x2 
- 2 

= 3x2 + 2x - 2 # 

2. 11 THEOREM (QUOTIENT RULE). The derivative of a quotient of two 
.fi.mctions is the denominator times the derivative of the numerator minus 
the numerator times the derivative of the denominator, all divided by the 
square l~l the denominator. In symbols, if f and g are differentiable 
fimctions <~l x, then 

2. 11. I EXAMPLE. Find 

Solut inn. Dx ( ;'C
2 

) = 
x · +7 

(x J + 7)[ Dxx 2 
] - x 2 

[ Dx (x 3 + 7)] 
(x .1 + 7) 2 

== 
(x 1 + 7)(2x) - x 2 (3x 2

) 

(x 1 + 7) 2 
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l4x - x4 
= - - - # 

(x3 + 7)2 . 

The next rule is a consequence of the product and the quotient rules. 
2. 12 TH EOREM . If c is any constant andfis a/unction ofx then 

( i) D x ( c.f) = c D x f, 

( .. ) D (c) Dxf /1 X - = - c -2- . 
f f 

2 .1 2 .1 E XAMPLE. Given.f{x) = 8x - 2/x, findf'. 

Solution. Dx (8x - 2/x) = Dx (8x) - Dx (2/x) 

-2D .x 2 = 8 Dx x - / = 8 + 2/x . # 
X 

Derivative of a composite function. Suppose that y = j(u) and u = g(x). W e can combine the two equations and write y = h(x) =.f(g(x)). Here. the fun ction h obtained by "chaining" f and g together defines a new function called a composition off and g and is written h = f o g . For example, let 

v = u2 and u = Sx + l . 

T hen, substituting the value of u from the second equation into the first equati on, we get 

y = (Sx + 1)2 . 

T hu s. y = h(x) = .f(g(x)) = (f o g)(x) = (Sx + l )2. We now dctinc: 
compositi on of function precisely. 

2 . 13 D EF IN IT ION. Let f and g be two functions satis fying the n ,n·_ <l it ion tha t a t least one number in the range of g belongs to the domain_ l, t j. ·1 hen the composition of f and g, in symbols f n g , is the fu nctt\'
11 

<leli ned by the equat ion 
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(/n g)(x) = .f(g(x)) 

2.13.1 EXAM PLE. Let.f(x) = 3x - 1 and g(x) = x3
. Find, 

(a) (/o g)(2) 

(b) (g of)(2) 

(c) (fo g)(x) 

( d) (g o./)(x) 

(e) (f of)(x) 

(t) (f O g)(J.007) 

Solution. (a) (fo g)(2) = f(g(2)) =f(23
) =./(8) = 23; 

(b) (g o_/)(2) = g(/(2)) = g(3(2) - 1) = g(5) = 125; 

(c) if o g)(x) =f(g(x)) = f(x 3
) = 3x3 

- 1; 

(d) (g of)(x) = g(j(x)) = g(3x - 1) = (3x - I )3 ; 

(e) (f of)(x) = .f(f(x)) = f(3x- 1) = 9x -4; 

(t) (f o g)(3.007) = f (g(3.007)) =f (3.00i) ~ 80.57. 

An important result for finding the derivative of a composite function 
is the following rule known as the chain rule. 

2.14 THEOREM (THE CHAIN RULE). If y = y(u) is a differentiable 

.fimction of u and u = u(x) is a d(fferentiable function of x, then y is a 

dffferentiablefunction of x and 

dy dy du 
Dx y= DxY Dxu, or -=-

dx du dx 

2.14.1 EXAMPLE. If y = u2 and u = 5x + 1, find dy/dx. 

Solution. dy = dy du = (2u)(5) = 1 Ou = 10(5x + 1 ). # 
dx du dx 

One way to understand the meaning of the chain rule is to thi nk of it 
in term s of rates of change. The equation 

tly dy du 
- - --
dx du dx 
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_ius\ says that the rate of change of_1· per unit change in x is equal to the r 

nf change of y per unit change in 11 times the rate of change of u per at_e 

I · F · · f~ · • • . f: unn 
c wnge 111 x. or mstance . 1 y is mcreasmg twice as · ast as u and u . 

tum is increasing thrice as fast as x. then y is increasing s ix times as fa~~ 
3S X. 

In another notation. if we let} ' = f(u), then Du.f(u) = f '(u) , and the 

chain rule takes the fo rm. 

Dxf(u) = f'(u) Dx 11. 

The aboYe form is probably the most practical form of the chain rule for 

ro utine calculations of derivatives . 

2. 14 .2 EXAi'vlPL E. Find Dx (x3 
- 6x)2 by using the chain rule. 

. 2 3 · 3 2 
Solutwn. Let f(u) = u and u = x - 6x then f(u) = (x - 6x) , and 

/ ·,( ) - 7 d D - D () 6 ) - .., ) 6 H . 11 - _u_ an x u - x ., - x - _,x - . ence, 

Dx (x3 
- 6x)

2 = Dxf(u) = f'(u) Dx u 

= 2 u(3x2 
- 6) = 2(x3 

- 6x)(3x2 
- 6). # 

To differentiate the expression (x3 
- 6x/ in another way, we can expand 

it firs t and then differentiate it. 
One way of remembering the chain rule, given to us in [I], is stated as 

p/{whatever) = /'(whatever) x D(whatever) . 

For instance, using this device with fas the power function, we would 

have 

Dx (whatever/= 2(whatever)2·' Dx (whatever), 

T hus, the calculation of Example 3 could have been abbreviated as 

fo llows: 

I)). (x1 
- 6x )2 = 2(x 3 

- 6x)2
-

1 Dx (x1 - 6x) = 2(x3 
- 6x) (3x2 - 6). 
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The chain rule is often used to calculate derivati ves of the form Dxun, 
where u = u(x) is a differentiable function of x and n is an arbitrary cons
tant . Thus, letting.f{u) = un, so that f '( u) = nu n- 1 we obtain the important 
formula 

D n n- lD .x u = nu .x u. 

In other words, we have the pattern 

D(whatevert = n(whateverf - 1 D(whatever). 

l 
2.14.3 EXAMPLE. If F(x) = 

3 
, find F '(x) . 

(4x- 7) 

l 
Solution. F '(x) = D --- = D (4x -7)-3 

X ( 4X - 7)3 X 

= -3 (4x - 7f 4 Dx (4x -7) = - 12(4x - 7f 4
. # 

2.14.4 E XAMPLE. If h(t) = sin 
4 

/ , fi nd D1 h(t) . 

Solution. D1 h(L) = D1 sin
4 

t = 4(sin t/ D1 (s in t) = 4(sin t/ cos t. 

2.14.5 EXAMPLE. Find Dx G(x), if G(x) = (x + 3)( 1 - 2x)5. 
Solution. G(x) is a product so we first use Theorem 2.10. 

s Dx G(x) = Dx [(x + 3)(1 - 2x) ] 

= (x + 3) D x (1 - 2x )5 + [ D x (x + 3)] ( 1 - 2x )5 

= (x + 3)5(1 - 2x/ Dx (1 - 2x) + (1 - 2x)
5 

= (x + 3)5(1 - 2x)4(-2)+(1-2x}' 

= (1 - 2x)\(l - 2x) - IO(x + 3)) 

= (1 - 2x)\-29 - 12x). # 

The next examples ill ustrate the repeated use of the chain rule . 
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2 . 14.6EXAMPLE. Find Dx(-/c' -4r 
Solution. A first use of the chai n rul e gives, 

I 

Appl ying the chain rule again on Dx(.Jx -' - 4) = Dx(x .1 -4) 2
, we get, 

Dx (✓x 3 - 4r = 5(x
3 - 4)2

Dx(x 3 - 4)½ 

= 5(x3 -4)2(;- )(x 3 - 4r½cJx2
) 

If u = u(x) is a differentiable functi on of x , we can combine the chain 

rul e with the usual differentiation rules for trigonometric and exponential 

functions . Listed below are some of the most basic different iation 

formulas: 

Dx sin u = cos u Dx u, 

Dx cos u = -sin u Dx u, 

Dx tan u = sec u Dx u, 

Dx sec u = sec utan u Dx u, 

Dxbu = bu log b Dxu. 

3.14. 7 E X A MPLE. Find the derivative o ff{x) = tan(3x
6

) . 

Solution. f'(x ) = sec2(3x6
) Dx (3/ 1) 

= sec2c3x6
) I 8x5 = l 8x5 sec2(3/') . # 
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2.1 4.8 EXAMPLE. I f F(8) = ( l - tan (38 -i.. rr)/. fi nd DH F . 

Solution. De F(8) = De ( 1 - tan(30 _J_ ;r:)i 

= 3( l - tan(38 - n))2 D8 ( 1 - tan(38 _,_ a)) 

= 3(1 - tan(38 -i.. TT))~ [- sec·\:;e - rr)l n(l (30 1.. TT) 

= 3( 1 - tan(30 - n)i I- scc \ J0 , ;t)l (3) 

= 9(1 - tan(3fi-n)):: f-scc2(30 ..1- it)] . H 

As stated earlier. the chain rule is actual ly a rule for ditfrn.:ntia-

ting the composition of function s. To see thi s. let y = /(11) a nd II g(X) . 

so that y =.f(g(x)) = (f o g)(x). Hence. we have 

dy dy du 
(fo g) '(x) = ,., __ = -d -i = f'(u)g '(x) =f'(g(x))g '(x) . 

u..t u ax 
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