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Abstract 

In t,hjs paper, ws propose B new approach in IP address suto 
oon.igurstian moohs.nism in Afobile Ad Hoc Network (MANET). 
'/'his introduces the use of Ms_st,er Sarver s.nd Seoondsry Master 
Servers to sdspt to the dynamic ohllrlJcteristic of MANET. I.n 
elect.ion of these servers, we propose s Gnph ·thooretic approach, 
which includes Graph Eccentricity, Articulation Point, Degree of 
Vert,ex, Ojikstrs s Algorithm, Breadth-First &arch, and Depth· 
First &arch Trs.versals.. It was found out that to sddross the 
dynamic snd unpredictable nsture of MANET, servers were 
dynamically elected by primBrily identi.fyi.ng the Cent.ral Node of 
the Network through Graph &Jcentricity. The Master &rver w11& 

determined if it is an Articulation Point during its Election for 
anticipation of Network Partitioning. 

Ksywt.nJ11: MAN"ET, auk> configuration. IP address, 
Graph Theory, Graph EooenLriaity 
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1ntroduction 

• _ _J t n~L w,or-k (MAN E1,) is; a ect of mobile, w. i. 
A mob1~ ll'U ,,oc . ) th d\h • J T~L~ . ca,te among t.hem,sc ves TOlil~. wire eru3 Jijnk.g Th 

n,(]f(.f~ w,h1,dl imm'nnun~tc in 8 stand-alone iaffhion, or m.ay be ~~lkWJ.~ 

{ nflt werk can m,-. - r_ -L... .i... t, · k . . d --~ Ly~ 0 ' J stand·aJonc 1zuu,1on, w1e ne wor 1e 1n npendent ,J 
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1
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Lh~ ~" iffi,po,rt.ant resources is(Mth1e ~L o&ll~te~~ 
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Lhat 11S nwgJ'}ed LO bhe network oh81n • :a~, , ": 

DW"ing the last t\VO d~ades, rout.1ng i.n MANET has recci~ 
tremendous amount. of atlcnilion from researchers~ The n,umhe.r of 
research ~udies rn ad hoc routing protoools bas increased nignificantl1 
(Kumer & Prabbu, 2015) but the same attention h.as not been applied on 
address auto ronfiguration. There is no standard mechanism to pra,ritle 
MANET nodes with TJl address (Bernardos, Calderon & MousLaf a~ 20110). 
Thus, it is mqwred fo1r nodes to be manuaJ]y pre--:oonfigured befn;re Vliey 
become part of lhe network. Nodes in MANET shouJd be able to enter and 
leave lhe network at wiJJ. Thus, the in lent of this study is to design an IP 
atldre~ auto configuration mechanism of ~A.NET that. will dynamicn!l) 
alJOQtte fP address Lo the nodes upon their entry in the network. 

Them b • • ~ ~ anJSm includes the use of master and seoondary mastier 
servers for easier ad tab il • MJsF.er seJVer is t.he ap . rty Lo frequent network changes. The, 
ass11- .. 1 ood.e elected to provide IP addresses to a.lll nodes aD-d 

'-U cu oonvergence .ith. . wr 
server will aSSU.me , WJ m th~ .~e~work while Lhe St..~ndary ~ •. 
These servers th

1 
e responSJhihtie.s of the master server a.s b~! are se ected fr _,.1 wse lowest PGssible ove he . om among connected nodes Lhat pniuut-e d 

nodes. r ad m assigning IP address to the other con.oedJl 

G hs In Berver's electi ,«icb· 
rap have an . • on, we propose a Graph-t.heoret.ic ap~ Dfl 

~~:n:s.. Ph!llicall~':~· ~pplicalion ia modeling corornu~!r,;. 
f'ibcrs Wivi~ and, edges 8 

IJl graph represent. terminnJs, ~rO('{' 11<i¢' 
' re ~slinks ote,. U::present_ Lransmission channels bke 

ugh whlCh data nows. 
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Spl't'i ti ca Uy, thi~ study envisions t,o do tho following: 

l)Dl't.C'rm~10 the crit.<'ria and techniques usod in electing a master server. 
2.)DetC1r1run(: Lh~ n_umber .of s~ondary master servers in a given topology 

w1d the cnt.cr1a 1n clect.1ng 1t.. 

Relat,ed Work 

Address auto configuration in MANET is an essential phase 
befon1 nodC's in MANET could communicate. Traditionally, Dynamic Host 
Configuration Protocol (Dl-ICP) and 1Pv4 Link-Local Addresses are used 
in dealing with address auto configuration (Cheshire ct al., 2005; and, 
Wehbi, 2005). 

The D1-ICP is defined in RFC l 631as the first mechanism 
proposed for dynamically assigning lP addresses. It is based on the 
clienUserver architecture where a central entity, the DHCP server, is 
responsible for assigning IPs for requesting nodes. Because of the 
dynamic nature of MANET, topology changes frequently which may 
produce a situation where several servers with conflict,ing configuration 
paran1cters (e.g. managing non-disjoint pools of local addresses) become 
part of Lhe same MANET. Servers may thus require dynamic 
rPOOnfiguration. So, a Dl-ICP infrastructure is not suitable in case of 
dynamic networks where centralizing lhe address configuration is nol 
a11propriate (Baccelli, 2008). 

In the event that DHCP infrastructure does nol exisl or not 
suitable, Zcroconf working group has proposed fPv4 Link-Local 
Addresses lo a How nodes to aulo configure themselves with link local 
adrlf{\sses in the range of 169.254/16. 1-lowever, using liok· LJ?cal 
addresses is only suit,able for commuruca~on w~Lh other_ d~v1cc~ 
connected to Lhe same physical (or logical) link. ½tnk Loca 
communicalion using 1Pv4 Link-weal addresses is not swtab]e. for 
communication wiLh devices not clirectly conncct.cd Lo the same physJcal 
(or logical) link. Thus, it is not, applicable in a muJt.i hop topology of 
MANET (Cheshire et al., 2005). . . . MANET a new Since traditional approaches are not su.1Lable in nfi ~ ' . . . . dd auto co gurawon 1n approach must be adopted. ln des1~ing ( ~ss Jrovided 8001e of Lhe 
MANET, researchers Rohil and Smgh 201 . r t· . . . I sh uld b taken into accoun • particular characterisL1cs t. ,at · o c 
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l) Address Uniqucn~;. 
2) Addn_~ Reclllmat.aon, 
3) ~4ulti-Hop Support; 8nd, . 
◄) PackeJ Traffic MinimiY.atJon. 

Researchers Nesargi and Prakash (2()()2) Presented 

ch MANET conf. Configuration of 1-fosts in Mobile ,.~ ~ 
app1'08 . . th . tl rm 11,, 
Network. In lhis approach, every ~une e cunen y connected ~ 

assigns IP ad~ to a new node, it floods Uto .whoJe network to" 

permission to assign the chosen address tD !>e gtven to the new node. 

While io the Buddy system approach CM.obsm & Prakash, 2002), ~ 

node synchroniY.OS periodically to keep_b-ack ~f the 1!' afldreSBes assignet 

Both of t.hesc approaches proved to be tneffictent as 1t produces addiliooal 

oommunicatioo overhead when asking for permission and on l)Criodic 

synchronization~ The Back-up Source Node approach <Jan & Ullah, 2011J 

assures uniqueness through I.he use of centralized assignment of IP 

address and also providing a backup source node to rope with the 

dynamic nature of MANET. Usiog cent.raJized assignment of IP add.ress 

Jimit.s t.he use of periodic updates thus minimizing communicat:m 

ovcrbea, but, the centralized approach degrades heavily on e soonario in 

which client nodes a.re multi·hops away from the souroe node (Singh & 

Nipur, 2010. 
In terms of Address Reclamation, there are two ways Lhat 8 ~ 

ma~ leave: gracefully or abruptly. When a node leaves grecefulb,_ d 

notifies one of iLs directly reachable node. When a nodo leaves abruptlr, 

lhe remaining nodes are responsible in detecting end rec~ai~ing Lbe Ir 

add.re~ of lhc departed nodes Lhrough periodic synchron1zabon (Jaothil 

~ 201 I), or when t.h.e remain_ing nodes attempt to contact a) 

cparted nodc <Kumar & Prabh~ 2016; and, Nesarg-i & Prakash, ~e ·A. 

th
in MANETconf CNeaargi & Prakash 2002) when o now ~ch ,--=n 

enters e netv.ri L • hoo • B hi ww 

perform addr orA, tl c. ses a reachable connected node, • w 1tsin & 

Prakash 200
~ allocation on it,s behalf. In Buddy System Odo to thll 

new 00~ ha al[ no~e, C, is Lhe o.ne who wilJ assign IP addroSS11
oJo f 

wiJJ search r0
8 

~ted all lhe IP addresses Crom its block, ~
0

~ 85 &1),or 

availa.blc ndcfr:es nddross table from it.s neighbour that stJ1 add~ 

available, node C ~Ulf none of I.he neigh.hors has free. LP nco of l''\l 

hops and 80 on. search r Ol" nodes which aro at o disUl 
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lo a Fully distribut.od approach euch 1.1 Prophet, Addmas 
Allooalion (Zhou ot al., 2003) and Dynllmic Addffl88 AlJoca,Uon Approach 
(Kahtri et. aL, 2016) mult.i hop support ia not needed in allocation of fP 
addroS8. Also, it, has the lowest. communication ovorhoad and latency in 
assigning of address6& as it. givos addmas on ·it& dimctly connect.eel nodM 
only. 

IP Addru• Auto Configuration ol. Mobile Ad Hoc Network 

Lol p-aph G be the representation of a MANET with a collection 
of nodes t.o be represented with vertices v,, va, ..... , v.<denotod by the eel "' 
and a collect.ion with wirel.8138 links lo be repreeonted wit.h 
edges~ei.-... ~e.< denoted by the ·&el l) joining all or eome of theae 
\.Wtites,. The graph G is then fully described and denoted by the doublet 
( II, R>. 

Master Server is represented by vertex v.,in which it is elected Lo 
essign LP to new vertices that join the graph.. It will also initiate t.he 
,election process of the new Master Server every time ihere am changeti in 
the graph G such as 11 new vertEx connects and oonnected ver1a leaves. 
ft. is also its responsibijjty oo assure convergence among all connected 
vertims in U\e graph G .. The Socondary Muter Se·rvor is rnp?e&ented by 
vertex v414·n which it will &sswne the responsibilities of the v-, in case 
the latter goes down. 

Preliminaries Before El«ti111 the Muta Sa nr 

Thern aro preliminaries needed to be discu-89ed tha L are necessary 
in tho actual M,aster Server Election p•roe~. These arc th.e N'ecessat)' 
Data Stored in Eadl Vertex, Mul1tf+lop Oommunication Algo,rithrn. A 
New Node Joining the Net.work, and A Node Leaves t.be Net.work. 

Necessary fJa ta Stared i:n Each Vert.er 

Since in a MANE'f them is no central cnliLy, vertices operatc in 
distributed fashion in such a way tJwt any vertex can be a ,~., or~a ,,.-.u 
long as it meets the required criterul,. This is possible by having each 
connected verteI st.ore nccessa ry data f oT a:ljection of 11-, and ''au. 
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Figure l. Sample Lookup Table 

The 0 ~ dat.a stored in each verLex are the lookup table, and 
th d·acency matrix. The lookup table stores the IP address and lease 

e 8 J • h k lt • di time of each connected vertex 1n t • e networ . m , cates also the 
position of each vertex whether it. is a V.ma, VsmsOr a client, Ve. The following 
are the fields within the lookup table: 

0 MAC address (unique key) - hardware address of the vertex. 
2) IP address - logical address of the node assigned by the vms. It uses 

the Class B IP address of 172. 16.0.0/16. 
3) Acknowledged Timestamp - is the Lime the new vertex becomes a 

~rt of t.h~ graph G and acknowledged by the Vm& It uses a 24-hour 
time notation. 

4) Lease Time - determines how long the client vc can use the assigned 
[P address. The unit is in minutes 

5) Role - indicaLes • whether the vertex is a Vm.s, VsmsOT a Ve. 
Fi • gure 2 shows a sample lookup table. 

A 
B 
C -
D 

-
,~ 

-
....... 

T 

A 
0 
1 
1 
1 

_l 
I D 

1 1 1 
0 1 1 
1 0 0 
1 0 0 

I 

Fi«uze 8- Sampl A • 
e t\.dJaccncy Matrix 
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The adjaco~cy mnLrix ~presents tho topology of the graph G. It 

shows tho connccuons of \'crticcs to each other in t.ho gmph a Tl 

adjacency matrix ~r Lhc Vau differs from I.he odjn.ccncy mnt,rix of v.:.. 0~~ 
the' ~h The v.a. will assumr the responsibililies of t.hc v,. when il goes 

down. For smoo°? and le~ ov~:rhcad transit.ion when vm. goes down, Lho 

,~ holds the ~dJacency mat.Ju rep.rcscnt.ation of the futjuro topology of 

the ~ehvork w.1t.bo~t tho V1m. The Vnu and lhe clients ho)d the adjacency 

matn.x representation of the current topology of iho graph G. Figu ro 3 t.hc 

adjacency matrix for the graph shown in ~"'iguro 2. 

Mu/Ji-Hop CornmuniC11tion Mechanism 

MANET by nature sends message through broadcast messaging 

and since tJ1is study is independent from routing protocols, it is necessary 

to describe this mechanism when a node communicat.cs with another 

node in a multi-hop t.opology. 
Since broadcast messaging can grenUy increase c.-ommunication 

overhead especially in decentralized networks such as the MANET (Sze­

Yao et al, 2002), there are requirements t.o satisfy before a node can 

accept the message, otherwise it wiU be discarded, for the purpose of 

reducing broadcast overhead: 

1) The recipient vertex should be included in the short.est path aitached 

\vit.bin t.he received message, and, 
2) The source vertex shouJd not be one of the successors of t.he recipient 

vertex in the shortest pa.th attached within the received message as 

this will indicat.e that a loop was formed. 

The mechanism for the MuJti-Hop Communicat.ion is as follows: 

Let vertex A be the starting source node and Node C be the destination 

node of Graph G, as shown in Figure 4. 
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Figure 4. Sample Graph for Multi-Hop Communication 

REPEAT 

SEQUENCE 

t) The source vertex generates the shortest path from the source node to 
the destination node Cusing Dijkstra's Algorithm. 

2) The source vertex broadcast.s the message (including the shorte.St 
path) to it.s adjacent vertices. bove· 3) The adjacent vertex of the source node that satisfies tbe a •'-e ti ed • d b ornes lJ• men on reqwrements will accept the message an ec new source vertex. 

UN'IUlh de t.i e s nation vertex becomes the source vertex. 

Master Berver Election 
JP 

The Master Sc · 1 uoca te aJlG It address and 1 . rveT Vau is the vertex that wi_l 8 graph • .
11 will be elec~ase time to all or the connected vert.ices JJl t~~ pasit.iof1 1v 

the b>poJogy Lha~mong all connected vertices depending on 1 rhesd ,~h~ 
allocating IP add could Provide the lowest communication ov~t,ed pod of 
The foJlowin ress and communicating with other conn. order • g are the • . . -~ i.. their cons1dm-awon: critcna 1n accordance WJw• 
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l) Ccnl.nll Vert.ex of the Graph; 
2) Degree; and, 
3) Timestamp. 

The first criterion is determining the central vertex of the graph by getting the minimum graph eccentricity or graph radius. Eccentricity of a vertex refers oo t.he length of a longest path starting et that vertex. Ecrent.ricity r.an be defined also as the measurement of the cent-rality of the vertex (Takes & Cost.ers, 2013). It indicates that the vertex with very low erecntricity value is relatively close to every other vertex. Thus, such vertex is appropriate to be a v .. tn le~en the overhead incurs during multi-hop oommunication.. Figure 5shows two nodes with the same n1inimum graph eccentricit)'. 

0 3 

3 2 2 3 

Figure 6. Graph Eccentricity 

The second criterion is the degree of. vertices. The v1111 will be se_l~ted on lhe node with the highest degree from the multiple vertices 
with Lhe minimum graph eccentricit-y. The degree of a node is the number of edges incident to Lhe vertex. The vertex with higher degree means more vertices are within the wireless transmission range of iL. A sample gra~h with two vertices with the same minimum graph eccenlTicity with lhcir degrees is shown in Figure 6. 
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3 3 

Figure 6. Nodes' Degree 

Timestamp is tJ1c tin1e lhc node becomes a part of the network and acknowledged by the vim. The reason for using the acknowledgment LimesLamp is that the node with t.he oldest acknowledgment Limest.amp means it is the most stable and reliable node. 

The mechanism of Master Server Elect.ion is as follows: 
SEQUENCE 
IF a graph is a singleton THEN the vertex will be the Mast.er Server 

~E IF 8 graph G has lwo or more vertices AND onlv one vertiex of r, haV1ng th • • 
J h e minimum graph eccentricity THEN such vertex will become l e new Master Server 

ELqE IF a graph G h 
t,icc~ of G hr • . as two or more vertices AND two or more ver • av1ng the nurum 
. the highest degren. d ~m graph eccentricity THEN the vertex hnv•~-g tlH' \; an with th • • G ·11 uC new Master Sn e minimum graph eccentricity of Wl \;rver. 

ElSE IF a graph G h 
t ·ccs of G ha • as two o ver 1 • ving the mini r more vertices AND two or more . -- ln•"r lh h. mum graph t 1cc8 ( e 1ghcst degre f • eccentricity AND two or more vcr . •,v o G '11Db11.T e rom tJbc v rt· . ntrir1 . • &~ lhc vert,e h . e ices with minimum graph crce . ·1nL101 graph . x av1ng Lb h' . h 0111u 8 eccentricity of G AND e •ghest degree and w1Lh t r f\\!lsltlr erver. the oldest tirnestamp "'ill be U1f' nrW 
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ENDlF 

~dary MutAlr Server Election 

After the new Mester Server Election Process, the Sccondn ry Most.er 
&~rv('r Klection will bo initiated. 
Tl1~ an('('hanism of Secondary Mast.er ServPr Elect.ion is as follows: 

LR\ vertex Abe tJ1e Master Snrver of Gra1)b G. 

SEQUENCB 

IF vertex A is an Art.iculaHon Point of G THEN the number of Secondary 
Mastm- Servers of G is les-s than or equal w the degree (C, ELSE there is 
only one Secondary Master Server in G. 

IF vertm: A elects the Secondary Master Server per partition THEN lhe 
criteria and process of e.l~ting· a Secondary 'Ma.ster server per partition is 
the same as electing the Mast.er Server. 

ENDIF 
Figure 7 shows a graph with a Master Server as an Articulation Point. 
This will produce two oomponent.s of G if Yertex C goes down. ln these 
1 wo romponenLs. two Secondary Master Servers wilJ be elected. 

G 

C 

..... Gar.. 

Figure 7. Masler &rver is an Articu1.a t ion Point 
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Synchronir.ntion 

After tho elect ion of vm, nnd V1111•, the vrrlf•k Lhut mlt 11111,t1 fl1r di~IO!'t 1 servers will inform all conncrt ml verlicoH nboul t hn n,.wly t1l"11rd ,.,n~ 
by sending itli lc,okuJJ lnblc ond adjnconc'Y mnt11x throu~lt lirroti-u·; 
mesi;oging. AJI vorlicoe within I ho grnph O ,;hould ho'lr 11,r ur~v~ 
lookup wblo and adjacency mutr1x. 

1) If all verticPe nro within the wircl,•M trnnMmi,~JOn rnn~, ct Itl, 
provioU1' v/06 then it. wilt simply syrn:hroni1.r ,t l,y tr1.\fti(kJl:! . 
mosgagmg. 

2) If not all nodpij art• within the wirrlvg-. tr1>nsma1.-foo n,o~ ,{ tt, 
previous vm, thun it will hynr.hn,n,w it by lh,, Wff) of Mui!• H;. 
Synchroni1.ation us Pxplninr-d m thf' n•-xt 1,ulrf..1~t,on 

Mulli·I lop Sy11chron1111t1or1 

The vertex that ioitiaw.; lhe elr-elion or 6~tver& wdl ttt.a.ta-~ 1 

synch roniiatjon meHSage i 01,·ntJ.11 to o.U ctmn,'1't.t-t1 vur11,~ cf ?, 
network. Within tho bfl\f hrnmzahoo mfl&.ij()Jf!? •~ t t", wu~ kJ'.4~-p u.tt 
and odjacency mat.rix. and u vPreioo nurnbcr. Tiw puVJ•llll rA we rr~ 
number is to track if the lookup ta~ and ad,atl.J,!') metru ~ifrd ·~ 
the latest or not In order Lo pr~enl brwubsl ~torn~ thtt~ 1m ~~~ 
lo follow by the nodl~ whs.m to lltt't'pt or mjwt rtw !f7B:l,~~tfJ 
meRs.1ge: 

1) If Lho vortrx does noL h,1~ r~t lootu1, u.l\it") anri ad~~ t$G 
thPn th.e synch.rcmn..atmn ~f(t) wtJI bt ~,d. 

2) If Lhc vertrx already has u looku1) lahlt~ and Oil~~, e.11/1:'2 ~ 1• 
ven;ion number o.t n ,~ lfJWUr tha11 the, rtrc-t,id ~ ~,re!, _ ··.:tt 
m~go's v~n,ron numbPr. r~n , h~ rtt',t h) cr~hn:~~ P~ •• 
w,11 be nrcepted,, 

~ 3) lf Lhe vertl'l already hai u tooku~ ta~ anJ ad~~~__,~~.,~ 
v('nuoo num!w, o! it ts highE1 o: C'(,~1 lbllr, fl.r Nm~ ~ 
t.ynchn.m11.atKU1 IDeWiage'6 ve~~~ n~Qlbt;- 1 lbi~ Wl!· 
8) 11rhron,~tion me£oagf w1U b~ w~ 

1 .... ,, ,~ 
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Tlw nlb'fJritJ1m for Multi·) lop Synchronization iR oR follows: 

Lot vr.rWx A br Lho vertex Lhot initiates the synchroni1AJtion process end 

tho init in I source vertex. 

REPEAT 
SEQUENCE 

I) The source vertex broadcasts the message. 

2) The neighbors of the source vertex that nccept.s the message based on 

tJ1c abovo·mcntioned protocols wiJJ become the source vertex. 

UNTIL alJ vertices receive the message. 

Conclusion and Future Works 

The study presented a new approach in JP addre~ aul.o 
ronfiguration mechanism in MANET. The approach uses Graph Theory 
Technjques. To address the dynamic and unpredictable nat:ure of 
f\tANET, Master Server and Secondary Master Servers were used. These 
servers are dynamically elected by mainly identifying the central ver1.ex 
of lhe graph through graph eccentricity. The Master Server is deter,mined 
if it is an Articulation Pain·l during its Election for anticipation of 
Netwol"k ParHtioning. Dijk.6tnl'6 Algori1hm is used in MulLi·I [op 
Communicafjon to gel the shortest path from a source node Lo the 
de..~ination node. BreadtJ1-Fin;{ Search and J)epth-First Search 
Travp..rsaJs, Order and Size o{ the Graph~ and Degree of the Node arc al~o 
~scd. P..ach node holds an Adjacency M,atrix of t.he network to be used 1n 
I rnpl~menLing the Mecssary functiDD.Sr -

By umng Graph Thoory, this study is able LO achuw~ some 
n~"~41ry characteristics of an address auW configuration mechanis1!1 for 
w~'DT • mulu·hop 

iu,. 1:.. - These d1aracLeristics are addrress uruqllcn~, 
~}fwn-f and iladcet lnfrre mini mizaLion-
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'''h~2()J7 

ln order l.o have fuJI.>• f unctianal oddress auto configur t' 
--L • r. 1 k . . . a ion for u J 

a mt",C11an1sm ,or nc war part1tiorung ond mcrgi ""'NEJ' 

reclamnLion are needed. We are w<1rking on designin;g 0nd odd~ 
mechanisms for these needed f unclions. gTaph·thl'Oretic 

AJso. the study recommends usin.g o decenLralized 8 d d' . 
approach in the eUocatioo of addressing by using 8 func~· lBtnbuletJ 
generate unique IP address. This is desirable lo greatJ~o~e !hot will 
overhead allocation of JP Ad~ress by Lhe Masi.er Server in 

8 
~~ the 

topology. The content and ll!lgarithm of ~he function may d mu 1~hov 
several lactors such as IJte hicrarehicaJ level of lhe new 0~:: i: 
Master Server or the number of connected nodes in the network The 
function will be given to the new node by H.s direcLly connected nei~hoo 

~• the new node will_ not dc,pend a~~ore. on Lhe Master Server. Thus, ~i 
will prevent the multi-hop oommun1cation 1n the aUocation of TP address. 
The study further recommends Lhe possibility of using connected 
dominating set in the synchronization of dat,a stored in each node. This 
could lessen the synchronization overhead. The node initiating 

synchronization will just send the updated dnta L~ the connected 
dominating sets. Finally, in order fcJ.r all nodes lo have the updated data, 

t.he ronnected dominating s.ets wilJ simply broadcast the data to its 

neighbors. 
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