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Abstract

In this paper, we propose a now approach in I[P address auto

configuration mechanism in Mobile Ad Hoc Network (MANET).

This introduces the use of Master Server and Secondary Master
Servers to adapt to the dynamic cheracteristic of MANET. In

election of these servers, we propose a Graph -theoretic approach,

which includes Graph Eccentricity, Articulation Point, Degree of
Vertex, Djikstra’s Algorithm, Breadth-First Search, and Depth-
First Search Traversals. It was found out that to address the
dynamic and unpredictable nature of MANET, servers were
dynamically elected by primarily identifying the Central Node of
the Network through Graph Eccentricity. The Master Server was
determined if it is an Articulation Point during its Election for
anticipation of Network Partitioning.

Keywards: MANET, auto configuration, [P address,
Graph Theory, Graph Eccentricity
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Introduction

(MANET) is a set of mobile Wirsle,,

nicale AMONE themselves through wireless Jiny, »
nodes which i‘;m:r:jg;ﬂrﬂw in a stand-alone [ashion, or may be con Thn
tma,;:(l?::;':el,. In a stand-alone fashion, the network is independen;
(o e of infrastructure and all the nodr_zs wm.zm _hnve the capabil;, W
any Lype of the network in a distributed fashion One of

- 1ain all the resourees
;T;:.L:::imwmnl rees is the set of Internet Protocol (IP) addpesg,

| 1o the network (Mohsin & Prakash, 2002).

ot al?:f?n:d the last tweo decades, routing in MANET has receivag
tremendous amount of attention from researchers. The number (f
research studies in ad hoc routing protocols has increased significant;
(Kumar & Prabhu, 2015) but the same attention has not been applied on
address auto confliguration. There 1s no standard mechanism to provide
MANET nodes with IP address (Bernardos, Calderon & Moustala, 2010
Thus, it 1s required lor nodes to be manually pre-configured before they
mhepa;;of the network. Nodes in MANET should be'able to enter aqﬂ
work at will. Thus, the intent of this study is to design an IP
aﬁdmss auto configuration mechanism of MANET that will dynamicall

) addmf Lo the nodes upon their entry in the network.
servers for e'::;ara:tis - mc_:lpdes the use of master and secondary ma:w:
aptability Lo frequent network changes. The Mas®®

server 15

assured mlr?se:;f cl"?“";’ o provide IP addresses to all nodes anﬂ
server wil] assumeﬂem“ﬂl.hm the ‘network while the secondary mﬂ‘su"
These servers gre ol ¢ responsibilities of the master server as bﬂ:ks;

lowest Possible mrerhTEd from among connected nodes Lhat produc®
nodes. ad in assigning IP address (o the other connect
Bﬂw&r's - |
E;:Dhs ave g l.;]egllbn, We propose a Graph'theon?tit a.pgruffot;
o f'!dgis ° In graph represent terminals, P
8 ele 'Lhrr:preseni transmission channels like *
~irough which data flows.

A mobile ad hoc network

::.:,_-QL‘I =

d,
ess link
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Specifically, this study envisions (o do the lollowing:

1) Determine the criteria and techniques used in electing a master server,
2 Determine the number of secondary master servers in a given lopology
and the criteria in electing it.

Related Work

Address auto configuration in MANE
before nodes in MANET could communicate. Traditionally, Dynamic Host
Configuration Protocol (DHCP) and 1Pv4 Link-Local Addressoes are used
in dealing with address auto configuration (Cheshire ot al., 2005; and,
Wehbi, 2005).

The DHCP is defined in RFC 1531as the first mechanism
proposed for dynamically assigning IP addresses. It is based on (he
client/server architecture where a central entity, the DHCP server, is
responsible for assigning IPs for requesting nodes. Because of the
dynamic nature of MANET, topology changes frequently which may
produce a situation where several servers with conflicting configuration
parameters (e.g. managing non-disjoint pools of local addresses) become
part of the same MANET. Servers may thus require dynamic
reconliguration. So, a DHCP infrastructure is not suitable in case of
dynamic networks where centralizing the address configuration is not,
appropriate (Baccelli, 2008).

In the event that DHCP infrastructure does nol exisi or not
suitable, Zeroconf working group has proposed IPv4 Li_nk‘LOCill
Addresses (o allow nodes to auto configure themselves with l_mk local
addresses in the range of 169.254/16. However, using link-Local
addresses is only suitable for communication with other devices
connected to the same physical (or logica) link.  Link-Local
communication using IPv4 Link-Local addresses 1s not suztable._fml'
communication with devices not directly connected to L_he R p:w s,mar
(or logical) link. Thus, it is not applicable in a multi hop topology o
MANET (Cheshire et al., 2005). , , .

Since traditional approaches are not suitable in M:j‘N[‘ﬁl?n:Li‘;
approach must be adopted. In designing address aulo conligu of the
MANET, researchers Rohit and Singh (201_4) U’mV’de(i. s
particular characteristics that should be taken into account-

T is an essential phase
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1) Address Uniquenegs:.
9) Address Recla mation:

3) Multi-Hop Support: u_nd, ‘
4) Packet Traflic Minimization.

Researchers Nesargi and Prakash (2002) presenieg
roach MANET conf: Configuration of Hosls in Mobile A!:j g
is approach, every time the currently connecteq Hex
to a new node, it floods the whole network (4
the chosen address to be given o the new m:
While in the Buddy system approach (Mohsin & Prakash, 2002), eaq,
node synchronizes periodically to keep track of the IP addresses :
Both of these approaches proved to be inefficient as it produces additions)
communication overhead when asking for permission and on periode
synchronization. The Backup Source Node approach (Jan & Ullah, 2010
assures uniqueness through the use of centralized assignment of IP
address and also providing a backup source node to cope with the
dynamic nature of MANET. Using centralized assignment of [P addres
limits the use of periodic updates thus minimizing communication
overhea, but, the centralized approach degrades heavily on a scenario in
which client nodes are multi-hops away from the source node (Singh &
Nipur, 2011).
In terms of Address Reclamation, there are two ways thal & nod
ma;t.'r leave: mqully or abruptly. When a node leaves gracefully. i
:‘}:’: = one of its directly reachable node. When a node leaves ﬂbr“l’"ﬁ;
e mm!{lmg nodes are responsible in detecting and reclaiming the 3
T ss of the departed nodes through periodic synchmnizaliﬂn (Jao _
llah, 2011), or when the remaini {o contd {
Prese b 1= s e maining nodes al.tt_amp(. b 2002
f MAN rabhu, 2015; and, Nesargi & Prakash, A
ETconf (Nesargi & Prakash, 2002) when 8 nev node:
enters Lthe network, it chooses ’ B which wil
perform address alloeation a reachable connected node, B B2 cin 8
Prakash, 2002) if nogs o on its behalf. In Buddy Systef = ¥
new node has allocum?i' . is the one who will assign [P add™® node €
will search for an Ip all the IP addresses [rom its block, Lh
available addresges
availablo, node C w Il none of the neighbors has ﬁ-ea.l.l’ a‘{]f (e
hops and 8o on,

app
Network. In th

assigns 1P address
permission (0 assign
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In a fully distributed approach such as Prophet Address
Allocation (Zhou et al., 2003) and Dynamic Addross Allocation Approach

(Kahtri et al, 2016) multi hop support ia not needed in allocation of [P
address. Also, it has the lowest communication overhead and latency in

assigning of addresses as it gives address on its directly connected nodes
only.

I[P Address Auto Configuration of Mobile Ad Hoc Network

Let graph G be the representation of a MANET with a collection
of nodes to be represented with vertices v, va,....,va{denoted by the set 1)
and a colleclion with wireless links to be represented with
edgeseses....ex( denoted by the set B joining all or some of these
vertices. The graph G is then fully described and denoted by the doublet
(VR

Master Server is represented by vertex vasin which it is elected Lo
assign 1P to new vertices that join the graph. It will also initiate the
election process of the new Master Server every time there are changes in
the graph G such as a new vertex connects and conneeted vertex leaves.
It is also its responsibility to assure convergence among all connected
vertices in Lhe graph G. The Secondary Master Server is represented by
vertex vesdn which it will assume the responsibilities of the vesin case
the laiter goes down.

Preliminaries Before Electing the Master Server

There are preliminaries needed (o be discussed that are necessary
in the actual Master Server Election process. These are the Necessary
Data Stored in Each Vertex, Multi-Hop Communication Algorithm, A
New Node Joining the Network, and A Node Leaves the Network.

Necessary Data Stored in Each Vertex
Since in a MANET there is no central entily, vertices operate in
distributed fashion in such a way that any vertex can be @ Vs Or @ Vems 85

long 23 it meets the required criteria. This is possible by having each
connected vertex store necessary data for election of VmeANM Vims
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Figure 1. Sample Lookup Table

The necessary data stored in each vertex are the lookup table, gng
the adjacency matrix. The lookup table stores the IP.ad(-lress and lease
time of each connected vertex in the network. It indicates also (o
position of each vertex whether il iS 8 Vms, VemsOT @ client ve. The [ollowing
are the fields within the lookup table:

1) MAC address (unique key) — hardware address of the vertex.

2) IP address — logical address of the node assigned by the vas. It uses
the Class B IP address of 172.16.0.0/16.

3) Acknowledged Timestamp — is the time the new vertex becomes a

part of the graph @ and acknowledged by the vms It uses a 24-hour
lime notation.

4) Lca[ se Time - determines how long the client vecan use the assigned
5) Rila ddress. The unit is in minutes.
9 .

indica )
les whether the vertey ig 8 Vms, VsmsOT A Ve

Figure 2 shows 5 sample lookup tab]e.
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The adjacency matrix represents the topol

<hows Lhe conncctions of vertices to each ol_.hl()a?- olﬁy :I]]retzt;nf::pg {';1'1:;
adjacency matrix of the v differs from the adjacency matrix of Ves
the ve. The vias will assume the responsibilities of the vas when it goes
down. For smooth and less overhead transition when vams goes down, the
vems holds the adjacency matrix representation of the future t.opolo;;y of
the network without the vms The vams and the clients hold the adjacency
matrix representation of the current topology of the graph G. Figure 3 the
adjacency matrix for the graph shown in Figure 2.

Multi-Hop Communication Mechanism

MANET by nature sends message through broadcast messaging
and since this study is independent from routing protocols, it is necessary
to describe this mechanism when a node communicates with another

node in a multi-hop topology.
Since broadcasi messaging can greally increase communication
overhead especially in decentralized networks such as the MANET (Sze-

Yao et al, 2002), there are requirements to satisly before a node can
accept the message, otherwise it will be discarded, for the purpose of

reducing broadcast overhead-

1) The recipient vertex should be included in the shortest path attached

within the received message, and, ..
9) The source vertex should not be one of the successors of the recipient

vertex in the shortest path attached within the received message as
this will indicate that a loop was formed.

The mechanism for the Multi-Hop Communication is as follows:
Let vertex A be the starting source node and Node € be the destination
node of Graph G, as shown in Figure 4.
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Figure 4. Sample Graph for Multi-Hop Communication
REPEAT

SEQUENCE

1) The source vertex generates the shortest path from the source node
the destination node ¢ using Dijkstra’s Algorithm.

_ 1
2) The Source vertex broadcasts the message (including the short®
path) to its adjacent vertices.

- i mw‘
3 The adjacent vertex of the source node that satisfies them:s the
mentioned requirements wil accepl the message and beco
New source veriex.

UNTIL the destination vertex becomes the source vertex.

P
The Mag . . ate 81"
address ang leas;et; Server vg, ig the vertex that will allo Gl

; pt
me o all of the connected vertices in the gre ition ¥

: ; it
the topology Lh: Mong all connecteg vertices depending on e paf»d wh?

L ; - erhed” e
allocating 1p add?":;;l;d ;mwﬂ& the lowest communication 0V Led "ﬂduf

ec
e followin{: are (h COmmunicating with other cm;::.,ir ord®’
on: ¢ crileria in accordance with
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1) Central Vertex of the Graph;
9) Degree: and,
3 Timestamp.

The first criterion is determining the central vertex of the graph
by getting the minimum graph eccentricity or graph radius. Eccentricity
of a vertex refers to the length of a longest path starting at that vertex.
Eccentricity can be defined also as the measurement of the centrality of
the vertex (Takes & Costers, 2013). It indicates that the vertex with very
low eccentricity value is relatively close to every other vertex. Thus, such
vertex is appropriate (0 be a vams L0 lessen the overhead incurs during

multi-hop communication. Figure 5shows two nodes with the same
minimum graph eccentricity.

|{/;\} ( E )
A “-|-" 3
|
| |
‘/{._‘\ \ /—h\ f' ﬁ.\. r/‘“\
@O @ &
3 2 2 3

Figure 6. Graph Eccentricity

The second criterion is the degree of vertices. The v, will be
selected on the node with the highest degree from the multiple vertices
with the minimum graph eccentricity. The degree of a node is the number
of edges incident to the vertex. The vertex with higher degree means

more vertices are wi_l.hin the wireless transmission range of iL. A sample
Braph with Iwo vertices with the same minimum graph eccentricity with
their degrees is shown in Figure 6.
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Figure 6. Nodes' Degree

Timestamp is the time the node becomes a part of th
acknowledged by the vams The reason for usin
timestamp is that the node with the oldest
means it is the most stable and reliable node.

€ network ang
g the acknowledgmen
acknowledgmen|, Limestamp

The mechanism of Mastor Server Election is as follows:
SEQUENCE

IF a graph is a singleon THEN the vertex will be the Master Server

EISEIF 5 Braph G hag (we or more

)
havin vertices AND only onc vertex of (
aving the min

. ' .
'Mum graph eccentricity THEN such vertex will becom
the new Masgtor Server
. p Ghas '.,WO or mo : or more Ver“
G having (he Minimup, Fe vertices AND two

n h{i

L gl
i Braph €ccentricity THEN the vertex havin .
highest degre and with - gr:ph ——— will be th

L nl.
; vertie®
€ vertices AND two or more ha’

Sl 1CeS
ef g sccentricity AND (wo or more Ve ll“ril'il_, ol
;‘Om L!le vertices with minimum graph c-(-cnnlimmum
. aVIn Y 3 - . e m
Q City of GANDg the highesgy degree and with th
rver,

alt
1 Wy VT
¢ oldegy Limestamp will be the ne
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ENDIF

Secondary Master Server Election

Aler the new Master Server Election Process, the Secondary Master
Server Election will be initiated.

The mechanism of Secondary Master Server Election is as follows:

Let vertex Abe the Masler Server of Graph G.
SEQUENCE

IF vertex A is an Articulation Point of G THEN the number of Secondary

Master Servers of G is less than or equal to the degree (&) ELSE there is
only one Secondary Master Server in G.

IF vertex A elects the Secondary Master Server per partition THEN t(he
criteria and process of electing a Secondary Master server per partition is
the same as electing the Master Server.

ENDIF

Figure 7 shows a graph with a Master Server as an Articulation PoinL.
This will produce (wo components of G if vertex C goes down. In these
w0 components, two Secondary Master Servers will be elected.

(A {8
e Yiog G
D fC \
: F
WMasier Serves

Figure 7. Master Server is an Articulation Paint
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Synchronization

After the election of Vay and Ve, the vertex that 0ty (e ey,
servers will inform all connected vertices about the MWy elielid ey,
by sending ils lookup table and adjacency matrix through brmgde,.
messaging. All vertices within the graph @ should have 1l ujdau
lookup table and adjacency matrix.

1) If all vertices are within the wircloss Lransmission range o i

previous ves (hen it will simply synchronize 1 by bk
messaging.

2) If not all nodes are within the wireless transmssion mnge o U
previous vas then it will synchronize it by the uso of Mall Ik
Synchronization as explained in the next sub-ssetion

Muiti-Hop Synchronization

The vertex that initiates the eleetion of servers will besados! |
synchronization message intended w all connected wertaes o 2
network, Within the synchronization message is the lawst kokop W%
and adjacency matrix, and a version number. The purpos of the rV’w"
number is to track if the lookup table and adjaceney matn reeied
the latest or not. In order (o prevent broadeast storm, there am pois™
to follow by the nodes when te DETEPL OF repe the g,;r_!ms&:dif”-”
message:

1) If the vertex does not have yet lookup table and adjerney 597
then the synchronization message will be aceeqtad

2) 1l the vertex already has a lookup table and adgerncy matos B 5
version number of it is lower than the reveived pew sy
message's versian number, then the new sypehre mivn 50
will be accepted

3 1M the vertex already has okup Lable and adpscencs w’w-;
version number of it 15 higher or equal ihan the e 0
synchronization message’s verswm number, thee 2
synchronization message will be regerted

| ¥
-
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The algorithm (or Multi-Hop Synchronization is as follows:

Let vertex A be the vertex thal initiates the synchronization process and

the initial source vertex.

REPEAT
SEQUENCE

1) The source vertex broadcasts the message.
2) The neighbors of the source vertex that accepts the message based on

the above-mentioned protocols will become the source vertex.

UNTIL all vertices receive the message.

Conclusion and Future Works

The study presented a new approach in IP address auto
configuration mechanism in MANET. The approach uses Graph Theory
Techniques. To address the dynamic and unpredictable nature of
MANET, Master Server and Secondary Master Servers were used. These
servers are dynamically elected by mainly identifying the central vertex
of the graph through graph eccentricity. The Master Server is deLerfmned
it is an Articulation Point during its Election for anticipation of
Network Partitioning. Dijkstra's Algorithm is used in Multi-Hop
Communication (0 get the shortest path from a source node to the
lestination node. Breadth-First Search and Depth-First Search
Traversals, Order and Size of the Graph, and Degree of the Node are also
used. Each node holds an Adjacency Matrix of the network to be used in
Mplementing the necessary functions. _

By using Graph Theory, this study is able (o achieve ‘801‘{":’.
"ressary characteristies of an address auto configuration mmmf"]}hu
MIANET. These characteristics are address uniqueness, muilihop

ppert and packe! traflic minimization.
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In order o have fully functional address auto conf;
a mechanism for nelwork partitioning and mergin
reclamalion are needed. We are working on desigﬁ'm € and , Toss
mechanisms for these needed functions. 8 Braph-theorg,

Also, the study recommends using a decentrali .
approach in the allocation of addressingg by usingngfn';'l‘." distriby
generate unique IP address. This is desirable Lo grea u'“’; that wi
overhead allocation of IP Address by the Masler Server inyﬂ essen (h
topology. The conient and algerithm of the function may dmuhl-
several [actors such as the hierarchical level of the new nodegend o
Master Server or the number of connected nodes in the nelworkw be
function will be given to the new node by its directly connected nej hﬂm
So, the new node will not depend anymore on the Master Server, 'I‘lfus,r,
will prevent the multi-hop communication in the allocation of [P ﬂddl‘msl
The study further recommends the possibility of using wnnectéd
dominating set in the synchronization of data stored in each node. This
could lessen the synchronization overhead. The node initiating
synchronization will just send the updated data lo the connected
dominating sets. Finally, in order for all nedes o have the updated data,
the connected dominating sets will simply broadcasi the data to ils
neighbors.

gul‘ﬂliﬂn ro.r MAN E‘r

e
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